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“Those who rely on social media for 
news are less likely to get the facts 
right about the coronavirus and 
politics and more likely to hear some 
unproven claims.” 
- Pew Research Center -
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Background & Motivation



Prior research has explored whether crowd 
signals available on social media can be 
aggregated to detect misinformation. 
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Background & Motivation

ordinary users on social media
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Background & Motivation

crowdsourced  
fact-checking

crowdsourced  
flagging

users using platforms’ report systems to flag 
content to platform admins/moderators  

Platform users could give two kinds of signals  
regarding misinformation.
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Background & Motivation
Platform users could give two kinds of signals  

regarding misinformation.

crowdsourced  
fact-checking

crowdsourced  
flagging

users fact-checking other users’ posts or comments 
via commenting
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Background & Motivation

crowdsourced  
fact-checking

crowdsourced  
flagging

alerts platform admins/
moderators

does not necessarily alert 
platform admins/moderators 
(have to discover the thread)



While research has argued the promises of both signals, 
most prior work are from the perspective of platforms. 

Lack of knowledge on how moderators in self-
governing online communities leverage 
crowdsourced flagging and fact-checking.
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Background & Motivation
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Research Questions

How do moderators in self-governed online communities 
leverage crowd wisdom? 

How do moderators use crowdsourced flagging 
(report feature) in their moderation? 

Do moderators leverage crowdsourced fact-
checking (users’ comments) at all?
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Are there any shared practices in moderators 
leveraging crowd wisdom, when there exist 
variances across communities? 

And, if there are shared practices, how could they 
be improved?

Research Questions



Example of Self-Governed Online Communities: Reddit
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Heavily relies on communities called “subreddits” to 
self-govern.  

Each subreddit has its own rules and moderators. 

https://www.reddit.com/r/[subreddit_name]
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Context - COVID-19 misinformation on Reddit
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Reddit moderators had 
publicly expressed that they 
had significant difficulty 
moderating COVID-19 
misinformation. 

Why?



Subreddit selection 
and recruitment

Semi-structured 
interviews with  

18 mods  
(of 20 subreddits)

Analysis:  
Inductive coding

Study Process

Focus on subreddits of reasonable size where 

1) COVID content has been actively moderated

2) COVID misinformation could have been an issue

20



Subreddit selection 
and recruitment

Semi-structured 
interviews with  

18 mods  
(of 20 subreddits)

Analysis:  
Inductive coding

Study Process

selected a pool of 424 subreddits that

1) had ≥ 1000 subscribers (98th-percentile) 
2) frequently hosted COVID-related posts 
3) contained COVID-related posts that moderators took actions on 
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Subreddit selection 
and recruitment

Semi-structured 
interviews with  

18 mods  
(of 20 subreddits)

Analysis:  
Inductive coding
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Study Process

selected a pool of 424 subreddits that

1) had ≥ 1000 subscribers (98th-percentile) 
2) frequently hosted COVID-related posts 
3) contained COVID-related posts that moderators took actions on 

used COVID-related keywords from prior work
Chen, Emily, Kristina Lerman, and Emilio Ferrara. "Tracking social media discourse about the covid-19 pandemic: Development of a 
public coronavirus twitter data set." JMIR public health and surveillance 6, no. 2 (2020): e19273.  

Kaur, Simranpreet, Pallavi Kaul, and Pooya Moradian Zadeh. "Monitoring the dynamics of emotions during COVID-19 using Twitter 
data." Procedia Computer Science 177 (2020): 423-430.



whether subreddit is COVID-related or not: 
COVID-specific (10/20) 
non-COVID specific (10/20) 

subreddit size: 
small (4/20), medium (8/20), large (8/20)  

subreddit ideological leaning:  
liberal (10/20), not ideologically aligned (9/20), conservative (1/20)

Study Process

Subreddit selection 
and recruitment

Semi-structured 
interviews  

with 18 mods  
(of 20 subreddits)

Analysis:  
Inductive coding
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Subreddit selection 
and recruitment

Semi-structured 
interviews  

with 18 mods  
(of 20 subreddits)

Analysis:  
Inductive coding

1) how moderators conceptualize misinformation  
2) moderation workflow and practices 
3) role of crowd wisdom in the workflow
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Study Process

First part of the interview:



Moderators’ thoughts on novel moderation queue designs that 
leverage crowdsourced fact-checking. 
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Study Process

Second part of the interview:

Subreddit selection 
and recruitment

Semi-structured 
interviews  

with 18 mods  
(of 20 subreddits)

Analysis:  
Inductive coding

crowdsourced fact-checking 
similar posts + crowdsourced fact-checking



Moderators’ thoughts on novel moderation queue designs that 
leverage crowdsourced fact-checking. 
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Study Process

Second part of the interview:

Subreddit selection 
and recruitment

Semi-structured 
interviews  

with 18 mods  
(of 20 subreddits)

Analysis:  
Inductive coding

crowdsourced fact-checking 
similar posts + crowdsourced fact-checking

labels from 
professional 
fact-checkers

versus  



default mod queue: crowdsourced flagging (users’ reports) 
(which we forked off for our alternative designs)
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design probes shown 
during interviews
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crowdsourced fact-checking
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similar posts +  
crowdsourced fact-checking



hovering over username  
shows user attributes
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expert label from fact-checking 
organizations (e.g., Politifact)  



For each widget design: 
1) how useful the mods find the widget 
2) potential drawbacks of the widget 
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Study Process

Second part of the interview

Subreddit selection 
and recruitment

Semi-structured 
interviews  

with 18 mods  
(of 20 subreddits)

Analysis:  
Inductive coding



Subreddit selection 
and recruitment

Analysis:  
Inductive coding
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The first and second authors conducted line-by-line open coding.

Study Process

Semi-structured 
interviews with  

18 mods  
(of 20 subreddits)



Findings — Generalizable Moderation Workflow Model
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Reddit Site-wide Process (Detection and Action)

Manual ScrollingCrowdsourced FlaggingAutomated Approaches

Moderator Manual Review

Moderation Actions

All Posts

Remaining 
Posts

Off-Radar 
Misinformation

Not 
Misinformation

Potential 
Misinformation

Misinformation

A general workflow 
model that 
encapsulates 
processes for 
moderating COVID 
misinformation.
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content facticity

Findings — Generalizable Moderation Workflow Model

37

user intent 

perceived harm
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content facticity 
whether the content is about obvious, blatantly false claims 
(e.g., misinformation about vaccines being dangerous)

“Vaccines were found to be safe, specifically Pfizer, Moderna, 
and Johnson & Johnson. They were found to be overall safe. To 
be completely candid, we just don’t have time for that 
anymore…” - [P18]

Findings — Generalizable Moderation Workflow Model
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user intent 
whether the user acted in good faith 
(account age, karma, activity in different subreddits, activity gaps, 
most frequently posted websites, username, user ideology, etc.) 

“Typically, we’ll look at the user’s history. And more often than not, 
it is somebody bouncing subreddit to subreddit and we’ll just 
delete their comment, ban them and just move on…” - [P10]  

Findings — Generalizable Moderation Workflow Model
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perceived harm 
prioritize misinformation that they perceive would lead to 
harm at the individual level or at the societal level

“But it is dangerous that you think that [alternative cures] will cure 
Coronavirus. Because I really felt like this could lead to someone 
getting hurt. And so, that’s something I was really particular about.”  
- [P17] 

Findings — Generalizable Moderation Workflow Model



Findings — Wisdom of Two Crowds
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wisdom of modswisdom of users

Almost all participants are heavily reliant on reports from 
crowds of users to identify potential misinformation. 

Most widely used method — compared to automated 
approaches or manual scrolling.



Findings — Wisdom of Two Crowds
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wisdom of modswisdom of users

“So there were the users flagging. It is the number one way it 
[potential misinformation] comes to our attention.  

Number two is by scanning the background of new users 
coming into the community, [using Saferbot] to flag people 
that may be liable to post misinformation.”  - [P1]  



Findings — Wisdom of Two Crowds
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wisdom of modswisdom of users

Barrier — Prevalent misuse of reporting feature 

“We started getting a lot of trolling and spamming of 
moderator reports by people who didn’t like the moderation. 
That’s probably the single biggest problem that I’ve had in the 
whole process, …” - [P9]  



Findings — Wisdom of Two Crowds
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wisdom of modswisdom of users

“Let the moderators see who’s doing the reporting. Because I 
strongly suspect that a lot of those types of reports, the 
frivolous reporting, is the same subset of people. It’s the 
same small group of people doing it.” - [P5] 

Moderators want more information about users to combat 
users’ misuse of reporting.



Findings — Wisdom of Two Crowds
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wisdom of modswisdom of users

When encountering difficult, ambiguous cases, 
participants received support from moderation teams 
and other subreddits’ moderators, often using Discord 
or Slack.  



Findings — Wisdom of Two Crowds
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wisdom of modswisdom of users

“What we would do is, we would hop into Discord with them 
[moderators of other subreddits]. They gave us access to their 
general Discord that they use for coordinating and planning.  

And then, if they had questions on whether something that 
someone was talking about was actually true or not, they could 
just bring it to us.” - [P3] 



Findings: Mods’ Thoughts on Modqueue Designs
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The vast majority of participants viewed all designs favorably. 

expert labelscrowd fact-checking
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crowd fact-checking

Almost all participants 
appreciated user popup that 
provide more account 
information.  

expert labels

Findings: Mods’ Thoughts on Modqueue Designs
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Nearly half preferred crowd signals over labels from 
professional fact-checkers. 

Why?  
Because crowd signals can assist participants with 
evaluating user intent.  

expert labelscrowd fact-checking

Findings: Mods’ Thoughts on Modqueue Designs
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“Yeah. That [user reputation] would absolutely add weight to 
making a decision probably easier. Google does this with their 
reviewers. If I see, like Wikipedia, somebody who’s done lots of 
good articles that I would know, I would rely on their report 
quicker. Or, if I see somebody has a new account, then I’m 
gonna look at it a little closer.” - [P10]

expert labelscrowd fact-checking

Findings: Mods’ Thoughts on Modqueue Designs



Findings — Mods’ Feedback on Alternative 
Modqueue Designs
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A quarter of the participants distrust professional fact-
checkers, raising important concerns about misinformation 
moderation. 

Why? 
Because they viewed fact-checking organizations as being 
too politicized or lacking medical expertise.

expert labelscrowd fact-checking



52

Takeaways

1. There exists a general workflow model that encompasses processes 
mods use for handling misinformation. It’s centered around content 
facticity, user intent, and perceived harm. 

2. Platforms should make it easier for mods to leverage both wisdom of 
crowds of users and mods, given that mods find them helpful. 

3. Platforms should provide mods with more signals about user 
characteristics to leverage crowd wisdom effectively.
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Takeaways

1. There exists a general workflow model that encompasses processes 
mods use for handling misinformation. It’s centered around content 
facticity, user intent, and perceived harm. 

2. Platforms should make it easier for mods to leverage both wisdom of 
crowds of users and mods, given that mods find them helpful.. 

3. Platforms should provide mods with more signals about user 
characteristics to leverage crowd wisdom effectively.



Takeaways
Thank you!
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1. There exists a general workflow model that 
encompasses processes mods use for handling 
misinformation. It’s centered around content facticity, 
user intent, and perceived harm. 

2. Platform designers should make it easier for mods to 
leverage both wisdom of crowds of users and mods. 

3. Platforms should provide mods with more signals 
about user characteristics to leverage crowd wisdom 
effectively.

bit.ly/moderation- 
crowd-wisdom
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