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ABSTRACT
Personalization improves user experience by tailoring interactions
relevant to each user’s background and preferences. However, per-
sonalization requires information about users that platforms often
collect without their awareness or their enthusiastic consent. Here,
we study how the transparency of AI inferences on users’ personal
data affects their privacy decisions and sentiments when sharing
data for personalization. We conducted two experiments where
participants (N=877) answered questions about themselves for per-
sonalized public arts recommendations. Participants indicated their
consent to let the system use their inferred data and explicitly pro-
vided data after awareness of inferences. Our results show that
participants chose restrictive consent decisions for sensitive and
incorrect inferences about them and for their answers that led to
such inferences. Our findings expand existing privacy discourse to
inferences and inform future directions for shaping existing consent
mechanisms in light of increasingly pervasive AI inferences.

CCS CONCEPTS
• Security and privacy→ Social aspects of security and pri-
vacy; • Human-centered computing→ Empirical studies in HCI .
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1 INTRODUCTION
Personalized interactions based on data that users provide with
voluntary and informed consent [45, 58] can improve user expe-
rience by presenting relevant information tailored to individual
interests, while giving people agency over their data [15]. This
is beneficial for end users; personalization through enthusiastic
consent [45] allows them to use online services without resigna-
tion about their privacy or fear of misuse of their data [10, 84, 85].
In turn, this could increase value for businesses that own the on-
line services by broadening the user base and easing concerns for
existing users [52, 60, 106].

However, current data collection practices for personalization
remain at odds with obtaining voluntary and enthusiastic consent
from end-users. Online services collect data required for personal-
ization (e.g., user demographics, their interests) invisibly from their
users when they engage in online activities like making purchases,
surfing social media, engaging with posts, or explicitly by directly
asking them questions. They thenmake “AI inferences”—they aggre-
gate attributes across different users whose preferences they know
and use Artificial Intelligence (AI) algorithms to infer the interests
of other similar users (Figure 1). Recently, data aggregation across
online services and increased accuracy of AI algorithms [14, 33, 121]
has enabled broad inferences about end-users’ demographics and
interests, often without their knowledge [10, 37].

Thus, AI inferences make already opaque data collection and
usage practices even less transparent and user consent even less
informed [43]. AI inferences pose risks of negative consequences
for individuals [19, 30, 48, 82] (e.g., increased health insurance pre-
miums if insurance agencies monitor consumers’ food purchasing
behaviors [8]), especially when the inferences are wrong [84] (e.g.,
using inferences on sensitive user attributes from poorly tested AI
models [29]). Yet, users have limited awareness of such inferences
[22, 113, 121]. When users do become aware of such inferences
(e.g., by seeing sensitive ads [83, 84]), behaviors that they adopt
to safeguard their privacy are often misinformed [50] (e.g., chang-
ing browser settings, which has little effect on advertising data
collection). Despite public opinions [107] that reject the use of AI
inferences, users still appreciate the benefits of personalization that
such inferences enable [54].
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What state do you live in?
What is your age?

………Have you attended theatre in the last 12 months?

IN-CONTEXT USER DATA COLLECTION AI INFERENCE MODEL FOR PERSONALIZATION

PAST USERS ATTRIBUTES

USER PROFILE FOR PERSONALIZED INTERACTIONS

state Hawaii
age 25-30
… …

theatre yes
likes_gardening yes

work_status employed
gender female

Explicitly collected data

Inferred data

attribute value

with user consent

without user awareness

state likes_sports likes_music…age

Figure 1: The figure illustrates an AI system collecting user information for personalization. The collected user information
also allows inference for other user attributes that can be used for personalization or for showing ads.

Although existing research [85, 114] has called for inference
transparency as a first step towards informed consent, such re-
search primarily relied on people’s retrospective opinions about
their inferred data through platform-provided controls, such as pri-
vacy dashboards [115] or ad explanations [85, 114]. This precludes
studying the effects of different types of inferences generated by
complex “black-box” AI algorithms that the public has no insights
into [46]. In particular, it precludes studying how users make in situ
consent decisions for inferences (including data used for such infer-
ences) made about them with varying sensitivity and accuracy [36].
Such understanding is essential to inform concrete approaches to
building consent mechanisms for inferred data [10] and identify
gaps to educate users for privacy-preserving online behaviors [117].

In this work, we study users’ privacy behaviors and sentiments
once they become aware of AI inferences generated from the data
that they provided to a system for personalization. We answer the
following research questions:

RQ1: How do users consent to the use of AI inferences about them
from the data that they explicitly provide for personaliza-
tion?

RQ2: How do users’ consent to the use of explicitly provided data
vary after becoming aware of AI inferences of varying sen-
sitivity, and how does it compare to users’ consent without
the awareness of any inferences?

RQ3: What are users’ perceived informedness and sentiment to-
wards the system’s data practices after becoming aware of AI
inferences of varying sensitivity, and how do they compare
with perceived informedness and sentiment in the absence
of inferences?

RQ4: How do users’ consent decisions for the use of the same type
of personal attributes vary when they explicitly provide them
versus when AI infers the attributes?

We conducted two quantitative experiments, with 877 partici-
pants across both experiments, to answer the above research ques-
tions. In both experiments, participants first answered questions
about themselves to get personalized recommendations from a hy-
pothetical personalized public arts recommendation system. The
recommender system used participants’ answers to questions about
their public arts preferences (e.g., about dance, music, theater) to

infer unknown attributes about them at three privacy sensitivity
levels based on existing personal data categorizations [10, 66]: 1)
attributes that described their public arts preferences, 2) attributes
relevant for online behavioral advertising (e.g., household income),
and 3) protected attributes (e.g., race) [4, 10]. In the first experiment,
we asked participants (N=333) to consent to the use of the attributes
that the recommendation system inferred about them from their
answers. In the second experiment, we asked participants (N=544)
to consent to use their answer after the recommendation system
showed them an inference of an attribute about them from one of
the three categories or consent to use their answer without seeing
any inferences. In both experiments, we asked participants to in-
dicate consent on a 4-point scale: 1) no consent, 2) consent to use
for personalized public arts recommendations, 3) consent to use for
ads within the platform, and 4) consent to use for ads outside the
platform. Each successive level included consent for previous levels
and indicated broader data use (similar to website cookie consent
interfaces [53]).

Our results highlight that participants took a nuanced approach
toward consent decisions in the presence of inferences. Participants
were less likely to give their consent for usage of the most sensitive
inferences (e.g., citizenship status) beyond personalization. They
were also likely to give lower consent decisions for the use of their
answers after they became aware of AI inferences generated from
their answers. Moreover, participants who saw incorrect inferences
about them from the recommendation system chose lower consent
decisions, both for the use of such inferences and their answers
compared to other participants. Participants also gave lower consent
decisions for the same type of attribute when the system inferred
it versus when participants explicitly provided it as an answer. We
also found preliminary evidence that transparency of most sensitive
inferences increases the system’s appeal about its data practices
more than other inferences. Participants’ differential decisions and
attitudes towards inferences and their answers after awareness of
inferences highlight the importance of rethinking companies’ data
practices by centering users’ privacy awareness and needs around
AI interfaces. Our work informs the design of future interfaces that
ask users for their informed, enthusiastic consent about inferences
that will enable users to benefit from AI personalization without
concern about their privacy [36].
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2 RELATEDWORK
Here, we first provide a broad overview of the model of notice
and choice—which is the dominant way for organizations in many
countries to obtain users’ consent [79], as well as existing research
on its shortcomings. Then, we review studies on people’s privacy
perceptions and behaviors regarding inferences of personal infor-
mation. Lastly, we discuss work on protected attributes, which are
types of sensitive demographic information that are closely related
to privacy concerns regarding the rise of AI-driven applications.

2.1 Notice and Choice Model and Users’ Privacy
Concerns with Online Services

Theway companies and other organizations obtain people’s consent
regarding data privacy is centered around a paradigm called “notice
and choice” [79]. This paradigm emphasizes giving individuals
information (notice) and control mechanisms for deciding how
one’s information is collected and used (choice) [79]. While the
initial aspiration of the model was to enhance privacy protection
for users, scholars have criticized that it has failed in practice [13, 62,
76, 99]. For example, users cannot keep up with an overwhelming
amount of complex information in order to make an informed
privacy decision [88, 93]. Also, studies have shown that people do
not read privacy policies and terms of service [26, 47, 79]. Privacy
choices provided by companies are often meaningless and have low
usability [13, 25]. Many users digitally resign to share their data in
order to use a service and cannot indicate granular levels of consent
for different kinds of data or interactions [92, 93].

Users are increasingly feeling concerned about online services’
data privacy practices [54, 56, 70]. Such sentiment is related to a
lack of transparency about the collection and usage of data [24, 103],
as well as a lack of control regarding data deletion [39]. Although
internet users may be largely aware of companies collecting per-
sonal data for their services, such as for online advertisement and
personalization [23], they remain largely unaware of the extent
of companies’ tracking practices across platforms [109, 114, 121].
However, such increasing awareness and concerns do not mean
users understand how AI inferences work.

Although users may express concerns for privacy in self-reported
evaluations [63, 86], their online behaviors often contradict such
concerns, leading to a privacy-paradox [2, 77, 77, 101]. For example,
social media users may express desire for privacy, but may engage
in sharing behavior going against their privacy preferences [44, 64].
However, recent critiques [1, 32] argued that the “paradox” is an
oversimplification of user behaviors, which could arise from a lack
of adequately designed privacy consent mechanisms to support
such nuanced users’ online behaviors [49]. Companies typically do
not provide consent mechanisms that ask for users’ preferences on
both the data used for inferences and inferred information. How-
ever, the context and design of consent are as important as asking
for consent itself for data use [58, 75]. Im et al. [45] provide a frame-
work to think about problems with existing consent mechanisms
as violating one or more of the following dimensions of consent:
voluntary, informed, reversible, specific, and, unburdensome. For ex-
ample, large-scale passive data collection through privacy notices
makes consent burdensome and inadequate to keep users informed.

2.2 Users’ Privacy Perceptions Regarding
Inference of Personal Information

Users can develop an uninformed understanding of AI inferences
about them due to limited knowledge of the service’s data prac-
tices and how inferences are generated [113, 121]. This limited
understanding of AI inferences and awareness can lead to misin-
formed online behaviors that may not preserve privacy and also
hurt personalization experience [54]. For example, in self-reported
measures, users have indicated holding back information (e.g., not
posting on social media), strategically sharing it [73, 80] or even
avoiding the use of the service (e.g., not purchasing a product due to
privacy concerns [9]). Users may feel resignation towards their pri-
vacy, hoping that online services will act in their best interest [56].

Studies that probed users about their perceptions of inferences
through retrospective surveys and dashboards [117] suggest a re-
jection of sensitive inferences like location or demographic infer-
ences for third-party use. When users interact with their inferred
information to make sense of it (e.g., in the form of realistic ad
profiles) [9, 116], it can lead to more informed awareness about
the privacy implications of their behaviors and increased interest
in privacy-protective actions [116]. However, users’ perceptions
regarding online inferences elicited through interviews, diary stud-
ies, and surveys in contexts such as online behavior advertising
[22, 85, 121], voice assistants [56, 65, 111], and chatbots [28, 61]
indicate how users make sense of inferences but do not tell us about
their privacy decisions for their data with AI inferences.

2.3 Collecting and Inferring Users’ Protected
Attributes for AI-Driven Personalization

With the rise in AI-driven applications, there has been an increasing
discourse around the use of “protected attributes”—demographic
information (e.g., race, religion, gender) that are sensitive in nature
and can be abused for discrimination [72, 89]. Major tech companies
are facing increasing public scrutiny as audits have uncovered al-
gorithmic discrimination [3, 18, 102, 110]. For example, researchers
found that Facebook’s AI algorithms delivered ads for employment
and housing that were skewed based on gender and race—even
with neutral ad targeting parameters [3]. Despite the sensitive na-
ture of protected attributes, fully restricting their collection across
all kinds of services may not be the answer [10, 89, 120]. Instead,
access to such data is needed in the first place in order to mitigate
biases [120]. Furthermore, excluding protected attributes does not
guarantee the elimination of bias because other attributes could be
correlated with them [40, 105].

Yet, in the U.S., the anti-discrimination doctrine has a preference
for restricting the existence of protected attributes in data and al-
gorithms [120]. However, a regulation that guides data collection
and usage practices of protected attributes is ambiguous and not
straightforward for industry practitioners [5]. This has led to incon-
sistent practices in how businesses decide what to infer and how
to use protected attributes in AI algorithms, with U.S. civil rights
laws affording major tech companies special legal protections from
liability arising from collection and use of protected attributes [10].
However, designing consent mechanisms for allowing companies to
infer sensitive information is fundamentally a much more complex
issue than collecting it directly.
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3 METHOD FOR STUDYING AND
UNDERSTANDING PRIVACY PREFERENCES

This work aims to understand how users make in-situ privacy de-
cisions for the use of different kinds of inferences about them (in-
cluding those about protected attributes) and for the use of their ex-
plicitly provided data after becoming aware of different inferences.
Such understanding can help us carve out nuanced approaches to
seeking users’ consent to use explicitly provided data and their
inferences.

To answer our research questions, we conducted two lab experi-
ments in which participants interacted with a hypothetical Public
Arts opportunities Recommender (PAR) system, which we devel-
oped for our method. PAR simulates a “cold-start recommendation
scenario” where a recommendation system asks questions to know
their users when they first sign up on the platform (e.g., streaming
service, insurance quote personalization, shopping recommenda-
tions). Asking questions to users upfront provides recommender
systems with explicit information about them and is widely used for
personalization by existing online services [34]. Figure 2 shows an
example from reddit. PAR focuses on recommendations for public
arts opportunities (e.g., dance opportunities, music events, theater).

We used this experimental setup because the data collected by
online services is not accessible to the public. The cold-start sce-
nario provides a good first step for studying privacy decisions and
sentiment regarding inferred data because users explicitly provide
information to the system and can easily relate to this information
when providing consent decisions about the use of their data in the
presence of AI inferences.

3.1 Hypothetical Recommender System
Here, we describe our hypothetical public arts opportunities rec-
ommender (PAR) system. For the purposes of our study, we only
needed a subset of functionality of a real recommender system: 1) a
user model that can record information about our participants and
that we can use to make inferences about them, 2) a set of questions
that map onto the variables in the user model, and 3) a mechanism
that selects the most informative set of questions that the system
can ask the participants to enable cold-start personalization and
enable inference of unknown attributes about the user [7].

(a) (b) (c)

Figure 2: Screenshots of questions that systems ask their
users: a) our hypothetical recommendation system asking
about user preferences, b) a real-world example from Reddit
asking about user demographics, and c) their preferences.

3.1.1 Modeling Users and their Preferences. Like real-world recom-
mender systems, our hypothetical recommender system needs to
keep track of user information. We represent information about
the user as a Bayesian Network G, where nodes represent a set of
variables U that describe the user (e.g., their demographics, public
arts preferences), and the edges (E) represent conditional depen-
dencies between those variables. Mathematically, we represent U
as a set of random variables:

U = {𝑋1, 𝑋2, . . . , 𝑋𝑖 }
𝑖 ∈ {𝑎𝑔𝑒, 𝑔𝑒𝑛𝑑𝑒𝑟, ..., 𝑙𝑖𝑘𝑒𝑠_𝑠𝑝𝑜𝑟𝑡𝑠, 𝑙𝑖𝑘𝑒𝑠_𝑚𝑢𝑠𝑖𝑐} (1)

Each discrete random variable 𝑋𝑖 ∈ U corresponds to one at-
tribute about the user (e.g., age, gender, likes going to sports events).
The system maintains knowledge about the user by assigning a
probability distribution to each random variable. The system either
infers those probability distributions or assigns an explicit value to
a variable when the user answers a question about that variable.

Initially, when the system knows nothing about the user, all
variables have an initial prior probability distribution. Once the
user answers a question, for example, “What is your age?” with
“18-25”, the system sets an explicit value for that attribute to the
user-provided answer. Knowing values for some variables enables
the system to infer the most likely values of other variables (i.e.,
estimate their conditional probabilities given the user’s answers) in
the graph G. For example, if the system knows that the user’s age
is “18-25”, it can infer that the user’s most likely profession (highest
probability) is “student”.

3.1.2 Learning user model parameters. To build a user model for
public arts recommendation, we used a publicly available dataset
from the Supplement of Public Arts Participation (SPPA) from the
US Census Bureau’s Current Population Survey (CPS) 1 [27]. The
CPS dataset contains records of approximately 125,000 people from
60,000 households, which detail their demographics (e.g., age, gen-
der), family status (e.g., marital status, children), and their interest
in public arts activities (e.g., participation in performing and vi-
sual arts, literature, museums and galleries, art classes and lessons).
We excluded records from people under 18 years old or where a
full interview was not conducted (e.g., respondents refused to an-
swer or answered “Don’t know”). In addition to loading the data,
we upsampled it based on the Census Bureau computed person
weight statistical variable, which indicates how representative each
sample of people in the United States is. By doing so, our final
pre-processed dataset can approximate the data for all adults in the
US. This resulted in 8.2M final records.

Each question in the dataset maps to one attribute about the
user (e.g., age, employment status). Thus, each question in the
CPS survey corresponds to one variable in our user modelU. We
eliminated variables from CPS that were related to survey format
(e.g., response mode, person number), variable flags and statistical
weights, variables that are only relevant to minors (e.g., nativity of
parents, employment of parents), and duplicates of the same infor-
mation (e.g., same occupation based on multiple internal codes).

We then transformed each variable’s possible values from the
dataset to discretize them in a way that allowed us to build the

1https://www.census.gov/programs-surveys/cps.html

https://www.census.gov/programs-surveys/cps.html
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user model efficiently, such as binning for continuous variables and
grouping for variables with a large number of possible answers (e.g.,
countries). We then used our dataset to learn the structure for G
using the ARACNE algorithm [67] in the bnlearn package [95]. To
learn the conditional probability distributions in the Bayesian net-
work, we use the parameter estimation procedure using pgmpy [6].
Table 1 illustrates the initial probability distributions in the learned
user model about a user’s age and marital status.

Table 1: Normalized initial probability distributions for age
and marital status after learning the user model parameters.
For initial probability distributions of all questions, refer to
the supplementary materials.

Question Answer Probability

Age 18 - 20 0.03
Age 21-40 0.33
Age 41-60 0.29
Age 60+ 0.33

Marital status Married, spouse present 0.45
Marital status Married, spouse absent 0.01
Marital status Separated 0.02
Marital status Divorced 0.15
Marital status Widowed 0.09
Marital status Never married 0.26

3.1.3 Question wording. The original survey questions that cor-
respond to the CPS variables were not worded in a way that a
recommender system would ask them (e.g., they are worded in the
third person, such as in “Person 1’s age”). We modified the ques-
tions so that the system could ask them in first person (e.g., changed
“Person1’s age” to “What is your age?”), and made numeric answers
more verbose (e.g., changing 18-25 to "18 or more but less than 25").

3.1.4 Categorizing sensitivity of questions. Not all questions in CPS
are relevant or appropriate for a public arts recommendation system
to ask. As described in Section 2.3, U.S. anti-discrimination doctrine
has a strong preference towards restricting protected attributes
(e.g., citizenship, race) in data and algorithms to prevent discrimi-
nation [120]. Further, every platform can only ask questions that
are plausible to the context of the service even if other questions
may be more informative (e.g., a digital music online service can
ask its users about their music preferences or questions that are
plausible in the context of music, such as their age).

Thus, we conducted multiple rounds of annotation on the entire
set of questions to categorize them based on their appropriateness
of being asked by a realistic public arts recommender system. The
first and second authors read a set of randomly selected 26 questions
(25% of the original 104 questions) and collaboratively drafted a
codebook, where the criteria were: 1) whether the question is related
to public arts, 2) whether it is socially acceptable for a system that
recommends content related to public arts, and 3) whether the
answer to the question can be used to recommend ads, 4) Whether
the attribute belongs to a protected class [4].

We defined a “socially acceptable” question as one that: 1) is
normatively asked by services even if it is not directly related to

the application (e.g., asking about gender is widespread across
online services, see Figure 2-b), and 2) does not mention any socio-
economic status (e.g., type of work, wage, education). We erred
towards not including a question if there is any slight possibility
it could offend a user. An example of offending the user is ask-
ing about someone’s disability or their wage. We used existing
research [14, 70, 117] to determine an attribute’s suitability for ads
and found that most attributes fell within this bucket. E.g., ask-
ing someone’s wage is not socially acceptable, but this knowledge
helps companies recommend more economically relevant products.
Therefore, we first identify whether an attribute is related to public
arts or protected.

Next, each author independently coded another set of 26 ran-
domly selected questions. Then, the two authors met to discuss and
resolve disagreements. The inter-rater reliability (IRR, Cohen’s 𝜅)
for the three categories was 0.83, 0.65, and 1. The disagreements
were mostly due to the lack of preciseness on what “socially accept-
able” questions meant. Based on the new codebook, the first and
second authors independently annotated another set of randomly
selected 33 questions. This time, each had high IRR: 1) whether
the question is related to public arts (Cohen’s 𝜅=0.94), 2) whether
the question is socially acceptable (Cohen’s 𝜅=1), and 3) whether
the answer to the question could be used to recommend any ads
(Cohen’s 𝜅=1). As the IRR was high for all three, the first and second
authors independently re-annotated the remaining 19 questions
based on the final codebook. Then, the authors met to resolve the
remaining minor disagreements.

Based on the final annotation, we assigned each question to
one of the four categories: 1) Protected (sensitive attributions, such
as race, whose usage in algorithms is restricted by the U.S. law to
minimize potential discrimination) [4, 105], 2) Public Arts (questions
that explicitly ask about public arts participation), 3) Ads (questions
that do not explicitly ask about public arts participation, but can
be used to target ads, such as age, employment status [3, 100]),
and 4) Implicit (questions that neither explicitly ask about public
arts nor are useful to target ads). We also excluded any questions
related to disability and survey methods. The final set included 88
questions, with each question assigned to one of the four categories
of user attributes. We provide the full list of included and excluded
questions along with the annotation details in the supplementary
materials. Table 2 provides example questions and their possible
answers from the final list that we used in our experimental setup.

3.1.5 Selecting which questions to ask to learn about the user. A
recommender system can only ask a limited set of questions to
the users before overwhelming them and hurting the user experi-
ence. Thus, the system’s goal is to select a subset of variables that
maximizes the knowledge about all user variables relevant to the
application and business [34].

To select questions that maximize knowledge about the user
for public arts and ads, we adapted an existing question selection
method [7] that allows question selection to maximize knowledge
about specified user attributes. We use the method to maximize
knowledge about “public arts” and “ads” attributes about the user.
However, we restrict the system to ask “public arts” and “implicit”
questions only as realistic recommender systems ask about user
attributes relevant to the application but infer attributes relevant
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Table 2: Examples of selected questions with corresponding possible answers separated by the "|" symbol.

Question Answer Options

Have the children in your household experienced cultural events or art venues? Yes|No
What is your citizenship status? US citizen|Naturalized citizen|Not a citizen
What is the age of your eldest child? 0-5|6-10|...|90+
How many members are present in your family? 0|1|2|3|4-7|7+

to the business. Table 3 summarizes this distinction. The output of
this step is a sequence of questions to ask users that maximizes the
information about all possible user attributes (except “protected”)
and enables the system to infer the remaining attributes that it did
not ask the user about.

Table 3: Categories of user attributes that the system can ask,
learn about, and infer.

Category Can ask Can learn about Can infer

Arts attributes yes yes yes
Implicit attributes yes yes yes
Ads attributes no yes yes
Protected attributes no no yes

3.1.6 Inferring unknown user attributes using collected data. After
the system is done asking a small fixed number of questions to
know as much about the user as possible, the system has a partially
observed user model.

U = A𝑠 ∪U \ A𝑠 (2)
A𝑠 = {𝑋𝑎

1 = 𝑥1, 𝑋
𝑎
2 = 𝑥2 . . . 𝑋

𝑎
𝑖 = 𝑥𝑖 } (3)

U \ A𝑠 = {𝑋𝑟
1 , 𝑋

𝑟
2 . . . 𝑋

𝑟
𝑗 } (4)

User U is now described by a union of the variables that the
system asked the user 𝑋𝑎 and has answers to (asked and answered)
and the variables that the system does not have an answer to 𝑋𝑟

(remaining). The lowercase 𝑥𝑖 ’s represent assigned values for the
variable 𝑋𝑖 obtained from the user’s answer. Values for 𝑋𝑟

𝑗
’s are

still unknown.
Based on the answers provided by the user, the most likely values

of the remaining attributes can be inferred by taking the argmax of
the conditional probability distribution for the remaining variables
𝑋𝑟
𝑗
conditioned on the answers obtained from the user A𝑠 .

𝐴𝑛𝑠𝑤𝑒𝑟 (𝑋𝑟
𝑗 ) = 𝑎𝑟𝑔𝑚𝑎𝑥𝑋 𝑟

𝑗
∈{𝑥1,𝑥2 ...𝑥𝑘 }𝑃 (𝑋

𝑟
𝑗 | A𝑠 ) (5)

𝑥1, 𝑥2 ...𝑥𝑘 are the 𝑘 possible values that the variable 𝑋𝑟
𝑖
can take.

3.1.7 Identifying the most informative user answers contributing
to each inference. Although all answers provided by the user con-
tribute to inferences of unknown attributes, they are not all equally
informative for a specific inference. We identify the most informa-
tive answer for the inference (𝑋𝑎

𝑖
) as one that causes the maximum

difference in the conditional entropy of the inferred user attribute:

𝑋𝑎 = 𝑎𝑟𝑔𝑚𝑎𝑥𝑋𝑎
𝑖
∈A𝑠

𝑃 (𝑋𝑟
𝑗 | A𝑠 ) − 𝑃 (𝑋𝑟

𝑗 ) (6)

Equation 6 selects the answer that provides the most information
about an inference to study how users consent to use that answer
when they learn that it was used to generate an inference.

3.1.8 Cold-start Personalization User Interface. To administer the
study using our system, we developed a user-facing web interface
called “Public Arts opportunities Recommender (PAR)” to recom-
mend “personalized” opportunities for public arts (dance, music,
theater) to its users. The system asks ten questions to maximize
knowledge about the user. After the user answers the questions, the
system uses these answers A𝑠 to generate inferences about them
using the user model described in Section 3.1.1.

3.2 Consent Operationalization
Personalized systems can ask users if they consent to 1) systems
generating and using inferences about them (i.e., asking before gen-
erating the inferences) or 2) using inferences after the systems have
already generated them. Our work explores the latter. In addition
to studying consent to generate inferences, this also allowed us to
study how users make privacy decisions after being made aware
of correct and incorrect inferences of varying sensitivities, which
the online services are already using opaquely [85]. Our approach
did not preclude us from exploring users’ refusal of inferences (e.g.,
indicating they do not want the inferences to be used for anything).

To measure consent decisions, we take inspiration from the idea
of consent levels operationalized by cookie consent interfaces that
are mandated by the EU’s ePrivacy Directive (EPD), General Data
Protection Regulation (GDPR), and the California Consumer Pri-
vacy Act (CCPA) [31, 53, 78, 108]. Specifically, the interfaces meet
the requirements of the Transparency and Consent Framework
(TCF) developed by IAB Europe to comply with GDPR requirements.
At each consent level in the cookie consent interface, systems ask
users’ preferences for more data collection for broader uses. How-
ever, the regulation leaves room for the design choices for seeking
consent, and thus, several design variations have come up in the
notice and choice realm [12].

We modeled consent as successive levels of broader data use on a
4-point scale indicating what the information will be used for: 1) no
consent, 2) personalized public arts recommendations, 3) ads within
the platform, and 4) ads outside the platform. Each consent level
includes consent for that level and all previous levels. For example,
the highest level of consent (ads outside the platform) implies that
users consent to the use of their data for all of the previous levels.
The lowest level of consent (no consent) explicitly states that users
provide no consent for the use of their data. This formulation is in
line with existing consent practices [11, 36, 38] while allowing our
study participants to express consent for the use of inferences.
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3.3 Overview of User Study Experiments
Using our method and the study software, we explore our four
research questions. We split our study into two experiments: 1) an
experiment to study the consent decisions for the use of users’ inferred
attributes that PAR generates from their answers (A𝑠 ) (RQ1) and
2) an experiment to study the consent decisions for the use of users’
answers and their sentiment of PAR’s data practices after PAR makes
them aware of inferences generated from their answers (RQ2 &
RQ3). To compare how users’ consent decisions vary for the same
type of attribute when PAR asks it versus when PAR infers it (RQ4),
we analyze consent for using arts inferences from Experiment 1
and consent for using answers to arts attributes from Experiment 2.
We conducted both experiments on the Prolific2 platform.

3.4 Pilot User Studies
To assess the clarity and interpretation of the consent interface,
we conducted pilot studies with four participants (three graduate
students and one professional; none were closely associated with
the privacy research area). No participant had prior knowledge
of the study. In addition to our successive 4-point scale design,
we showed participants an alternative design with three consent
levels corresponding to using their data for 1) personalized public
arts recommendations, 2) ads within the platform, and 3) ads outside
the platform, with an option to select zero or more of them at the
same time. We asked for participants’ understanding of the consent
through think-aloud verbalizations [21].

All participants correctly understood how the two designs asked
them to indicate their consent. However, three out of four partici-
pants indicated that it was less cumbersome to choose consent using
the successive-level scale because they understood that broader use
cases (e.g., ads) would encompass narrower use cases (e.g., person-
alization). Thus, we decided to keep the 4-point successive-level
scale interface for seeking consent. We also asked participants to
provide their feedback on the clarity of questions that PAR asked
for personalization, as well as the clarity of the inferences and de-
sign of the consent page. We received comments on using colors
to explicitly indicate whether PAR is asking consent for the use of
users’ inferred data or for the use of their answers.

We also piloted the interface for both experiments with an addi-
tional 50 participants on Prolific to evaluate if PAR generated and
displayed the inferences correctly and that all parts of the system,
such as question-asking, consent for data, and post-experiment
survey, worked correctly. We asked for pilot Prolific participants’
feedback via an open-ended question for feedback at the end of the
experiment but did not receive any comments. We compensated
all pilot participants $15 for piloting the study. We provide more
details on the pilot studies in the supplementary materials.

3.5 Experiment 1: Privacy Preferences for
Inferred Personal Attributes

In this experiment, we answer our first research question (RQ1):
How do users consent to the use of AI inferences about them, gener-
ated from the data that they explicitly provide for personalization?
To answer RQ1, we study the effect of category and correctness of

2https://prolific.co

the AI-generated inference on users’ consent level for the usage of
the inference by the system. Thus, we have two hypotheses:

H1.1: Users will choose lower consent levels for the usage of pro-
tected inferences, compared to inferences generated in the
arts and ads categories.

H1.2: Users will choose lower consent levels for the usage of incor-
rect inferences about them compared to correct inferences
across all categories.

The reasoning behind H1.1 is that prior studies have demon-
strated that users tend to reject sensitive inferences when probed
about them in retrospective evaluations [54]. By understanding how
users consent to the use of inferences, we aim to move towards
personalization using inferred data with the user’s consent. In H1.2,
we reasoned participants would dislike a system having incorrect
information about them as it could lead to irrelevant content rec-
ommendations, system actions, or unexpected consequences in the
case of a data breach [85].

3.5.1 Study Design. In our study design, we varied the category
of the inferred attribute (𝐶𝑎𝑡𝑒𝑔𝑜𝑟𝑦), which could take on three val-
ues: 1) 𝑎𝑟𝑡𝑠 , 2) 𝑎𝑑𝑠 , and 3) 𝑝𝑟𝑜𝑡𝑒𝑐𝑡𝑒𝑑 . We asked each participant
to consent to the use of an inference from each category, making
this a within-subjects factor. Because inferences can be either cor-
rect or incorrect, we also consider the correctness of the inference
(𝐶𝑜𝑟𝑟𝑒𝑐𝑡𝑛𝑒𝑠𝑠), which we assessed using a post-experiment survey.
Thus, our design is (𝐶𝑎𝑡𝑒𝑔𝑜𝑟𝑦 × 𝐶𝑜𝑟𝑟𝑒𝑐𝑡𝑛𝑒𝑠𝑠), with 𝐶𝑜𝑟𝑟𝑒𝑐𝑡𝑛𝑒𝑠𝑠

being a nested and unbalanced factor [55].
We measured participants’ consent level 𝐶𝑜𝑛𝑠𝑒𝑛𝑡𝐼 for the use

of each inference that we made using our operationalization of
consent as a 4-point successive level scale from Section 3.2. We
randomized the order of inference categories using Latin square se-
quencing to avoid bias due to the order in which the system asks for
consent to use the inferences [35]. Similar to existing research, we
also measured participants’ overall privacy concerns on a 5-point
Likert scale by asking for their ratings along three dimensions: 1)
𝐼𝑛𝑣𝑎𝑠𝑖𝑣𝑒 , their overall concern about the system invading their pri-
vacy [51], 2)𝑀𝑖𝑠𝑢𝑠𝑒 , their concern about their private information
that the system collected being misused [51, 104], 3)𝐶𝑜𝑚𝑓 𝑜𝑟𝑡 , how
comfortable they feel about the system learning information about
them to recommend content [12].

3.5.2 Tasks and Procedures. We conducted this experiment on the
Prolific platform. The participants signed up for our study by select-
ing it from a list of available Prolific studies. After signing up for
our study, they were redirected to our study web page. The land-
ing page showed the participants our study consent form, which
included instructions explaining the details of the experiment and
that it did not pose any risk or discomfort other than evaluating
questions about their personal data. Only those who consented
were allowed to participate and proceed.

The next web page then instructed the participants to imagine
that they have “just signed up to a new system that recommends
personalized public arts opportunities (e.g., theatre, dance, music)
and needs to learn about them to provide personalized recommen-
dations”. To further ground the participants, we mentioned existing
online services (e.g., Spotify) that ask users questions to learn their
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What state do you live in?

What is your age?

Have you played sports in the 
last 12 months?

arts inference

Post-survey

ads inference

The system infers that your work-status is employed. 
Please indicate your preference for letting the system use the 

inferred information for

protected inference

The system infers that you like gardening
Please indicate your preference for letting the system use the 

inferred information for

The system infers that your gender is female. 
Please indicate your preference for letting the system use the 

inferred information for

Consent levels for data use

Consent for personalization +
Consent for ads within platform +
Consent for ads outside platform

Consent for personalization +
Consent for ads within platform

Consent for personalization

No consent

(a) (b)

Figure 3: Experiment 1: a) experimental setup, and b) a screenshot of the inference consent page.

preferences for personalized content recommendations. Next, the
study web page presented the PAR interface to the participants.

PAR asked participants ten questions from the 𝑎𝑟𝑡𝑠 and 𝑖𝑚𝑝𝑙𝑖𝑐𝑖𝑡

question categories based on our question selection algorithm (Sec-
tion 3.1.1). It displayed one question (along with its possible an-
swers) per page (Figure 2a). In addition to the possible answers,
for each question, participants could select “I prefer not to answer”
if they decided not to answer the question for any reason. If the
participant selected this option, the system would not receive any
information about the participant.

After the participants answered ten questions about them, PAR
made inferences about all of the remaining attributes that it did
not ask or did not get an answer about. PAR then selected one
attribute per inference 𝐶𝑎𝑡𝑒𝑔𝑜𝑟𝑦 and asked participants to choose
their 𝐶𝑜𝑛𝑠𝑒𝑛𝑡 level for the use of each of them using our study
setup. PAR selected the inference with the least entropy, which
implies the algorithm had the highest confidence in that inference
for that category.

After participants indicated their𝐶𝑜𝑛𝑠𝑒𝑛𝑡 levels for all categories,
the system displayed a “debrief” page. The page indicated to the
participants that PAR is done asking questions and that subsequent
questions are from the research team. The debrief also reminded
them that their correct responses to the subsequent questions were
important for the research study. After the debrief, we administered
the post-experiment survey asking about the correctness of the
inferences and questions about their privacy concerns described
in the previous section, followed by demographic questions about
their age, gender, highest education, occupation, and industry of
work. We compensated the participants at the rate of $15/hr for
their time.

3.5.3 Analysis. We analyzed 𝐶𝑜𝑛𝑠𝑒𝑛𝑡 using two-way mixed
ANOVA (𝐶𝑎𝑡𝑒𝑔𝑜𝑟𝑦 ×𝐶𝑜𝑟𝑟𝑒𝑐𝑡𝑛𝑒𝑠𝑠). Note that 𝐶𝑜𝑟𝑟𝑒𝑐𝑡𝑛𝑒𝑠𝑠 was an
unbalanced factor as we cannot fully control for it in our experi-
mental design. To account for its moderate imbalance, we use it
in the random slope and use Type III ANOVA that mitigates the
effect of unbalanced factors [42, 97]. Because the objective𝐶𝑜𝑛𝑠𝑒𝑛𝑡
was not normally distributed, we performed Align Rank Transform
(ART) [118] before running ANOVA tests and performed post-hoc
pairwise analyses using ART-c [20] with Holm-Bonferroni correc-
tions. Our a priori power analysis (𝛼 = 0.05, 1− 𝛽 = 0.95) estimated
that the experiment required 333 participants.

3.5.4 Participants. We recruited 333 participants from the Prolific
platform. We balanced our recruitment pool on the available gender
representation in Prolific to ensure fair representation of prefer-
ences. In this experiment, about 48% participants self-identified as
male, 49% self-identified as female, and 1.5% self-identified as non-
binary. We had a fair representation for most age groups except 65+,
with the highest representation from 25-34 (38%) and the second
highest from 35-44 (23%). Many of our participants had "4-year col-
lege degrees" (40%) followed by "Some college" (21%). We provide
the full demographic breakdown in supplementary materials.

3.6 Experiment 2: Privacy Preferences for
Explicitly Provided Personal Attributes
Used in Inferences

In this experiment, we answer RQ2, RQ3, and RQ4. To answer
RQ2 (How do users’ consent to the use of explicitly provided data
vary after becoming aware of AI inferences of varying sensitivity,
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and how does it compare to users’ consent decisions without the
awareness of any inference?), we hypothesized that:
H2.1: Users who become aware of inferences will choose lower

consent levels for the use of their answers compared to users
who were not made aware of any inferences.

H2.2: Users who become aware of protected and incorrect infer-
ences will choose lower consent levels for the use of their
answers compared to users who choose consent levels for
their answers with awareness of other inferences.

To answer RQ3 (What are users’ perceived informedness and
their sentiment towards the system’s data practices after becoming
aware of AI inferences of varying sensitivity and without the aware-
ness of any inference?), we build upon prior research [54], which
indicated that inferences play a role in shaping user perception of
a system’s data practices. Thus, we hypothesize:
H3: Users who provide consent for the use of their answers after

being made aware of inferences will have more positive
sentiments about the system’s data practices and feelings
of informedness than users without the awareness of any
inference.

To answer RQ4 (How do users’ consent decisions vary for the use
of the same type of personal attributes when they explicitly provide
the data versus when AI infers the attributes?), we hypothesize:
H4: Users will choose higher consent levels for the use of their

attributes if they explicitly answer them than when those
attributes are inferred by the system.

No prior work has considered how consent for the use of the
same attribute will be different when it is inferred versus when
users explicitly provide it as an answer.

3.6.1 Study design. Here, we varied the category of the inferred
attribute (𝐶𝑎𝑡𝑒𝑔𝑜𝑟𝑦) that PAR made participants aware of before
asking for consent to use one of their explicitly provided answers.
𝐶𝑎𝑡𝑒𝑔𝑜𝑟𝑦 could be: 1) 𝑛𝑜𝑛𝑒 , 2) 𝑎𝑟𝑡𝑠 , 3) 𝑎𝑑𝑠 , and 4) 𝑝𝑟𝑜𝑡𝑒𝑐𝑡𝑒𝑑 . We
randomly assigned each participant to one 𝐶𝑎𝑡𝑒𝑔𝑜𝑟𝑦, which deter-
mined the category of inference that PAR made the participant
aware of. PAR did not make any of the participants assigned to the
𝑛𝑜𝑛𝑒 𝐶𝑎𝑡𝑒𝑔𝑜𝑟𝑦 aware of any inferences.

After each participant had answered the questions, PAR iden-
tified the inference with the least entropy from the category they
were assigned to. For participants assigned to the 𝑛𝑜𝑛𝑒 category,
PAR identified the inference with the least entropy from any of the
other three categories. For all participants, PAR then identified the
most informative answer for the inference (using Equation 6) and
showed it to the participant (Figure 4b). This is one of the answers
that the participants provided to the system in the personalization
phase. If PAR assigned the participant to one of the three inference
categories (𝑎𝑟𝑡𝑠 , 𝑎𝑑𝑠 , or 𝑝𝑟𝑜𝑡𝑒𝑐𝑡𝑒𝑑) it also showed the least entropy
inference to the participant.

Finally, PAR asked participants to provide their consent to use
the most informative answer for the inference either after seeing the
inference or without inference awareness, depending on their as-
signed𝐶𝑎𝑡𝑒𝑔𝑜𝑟𝑦. Since each participant is only shown answers that
contributed to an inference from one of the categories, 𝐶𝑎𝑡𝑒𝑔𝑜𝑟𝑦 is
a between-subjects factor. Because inferences can be either cor-
rect or incorrect, we consider the correctness of the inference

(𝐶𝑜𝑟𝑟𝑒𝑐𝑡𝑛𝑒𝑠𝑠), which we assessed using a post-experiment survey.
Thus, we used a nested design [55] (𝐶𝑎𝑡𝑒𝑔𝑜𝑟𝑦 ×𝐶𝑜𝑟𝑟𝑒𝑐𝑡𝑛𝑒𝑠𝑠), with
𝐶𝑎𝑡𝑒𝑔𝑜𝑟𝑦 a between-subjects factor and𝐶𝑜𝑟𝑟𝑒𝑐𝑡𝑛𝑒𝑠𝑠 a nested factor
(which was not available for 𝐶𝑎𝑡𝑒𝑔𝑜𝑟𝑦 = 𝑛𝑜𝑛𝑒).

We measured participant’s consent level (𝐶𝑜𝑛𝑠𝑒𝑛𝑡𝐴) for using
their most informative answer for the inference (H2.1 and H2.2). We
measured 𝐶𝑜𝑛𝑠𝑒𝑛𝑡𝐴 using our operationalization of consent as a
4-point successive level scale from Section 3.2.

We tested H3 in a post-experiment survey. On a 5-point Likert
scale, we measured participants’: 1) 𝑆𝑒𝑛𝑡𝑖𝑚𝑒𝑛𝑡—their overall feeling
when the system asked their consent to use their answer, and 2)
𝐼𝑛𝑓 𝑜𝑟𝑚𝑒𝑑𝑛𝑒𝑠𝑠—the extent to which they felt informed when the
system asked for their consent to use their answer [12]. Similar
to Experiment 1, we also measured participants’ overall privacy
concerns on a 5-point Likert scale by asking for their ratings along
three dimensions: 1) 𝐼𝑛𝑣𝑎𝑠𝑖𝑣𝑒 , their overall concern about the sys-
tem invading their privacy [51], 2) 𝑀𝑖𝑠𝑢𝑠𝑒 , their concern about
their private information that we collected being misused [51, 104],
3) 𝐶𝑜𝑚𝑓 𝑜𝑟𝑡 , how comfortable they feel about the system learning
information about them to recommend content [12].

To test H4, we took 𝐶𝑜𝑛𝑠𝑒𝑛𝑡𝐼 for the use of inferred 𝑎𝑟𝑡𝑠 at-
tributes for participants from Experiment 1 and called it 𝐼𝑛𝑓 𝑒𝑟𝑟𝑒𝑑 .
We took 𝐶𝑜𝑛𝑠𝑒𝑛𝑡𝐴 for participants who are part of category 𝑛𝑜𝑛𝑒
and who provided consent for the use of an 𝑎𝑟𝑡𝑠 answer in Exper-
iment 2 and called it 𝐸𝑥𝑝𝑙𝑖𝑐𝑖𝑡 . From Experiment 1, we only used
𝐼𝑛𝑓 𝑒𝑟𝑟𝑒𝑑 from participants who saw the 𝑎𝑟𝑡𝑠 inference first so that
their consent is not biased by other inferences. Thus, we can com-
pare consent levels to use the same type of attribute (𝑎𝑟𝑡𝑠) when it
is inferred by PAR (Experiment 1) and when it is explicitly provided
by participants to PAR as an answer (Experiment 2).

3.6.2 Tasks and Procedures. We conducted this experiment on the
Prolific platform, too. This experiment followed the same signup
and consent procedure from Experiment 1 (Section 3.5.2). Once
participants read the instructions and consented to our study, PAR
assigned them to one of the four inference categories (𝐶𝑎𝑡𝑒𝑔𝑜𝑟𝑦).
PAR instructed the participants to imagine the same hypothetical
context. PAR then asked participants ten questions from the 𝑎𝑟𝑡𝑠
and 𝑖𝑚𝑝𝑙𝑖𝑐𝑖𝑡 question categories in the sameway as in Experiment 1,
and inferred their remaining personal attributes.

PAR then selected the inference with the least entropy based on
the participant’s assigned 𝐶𝑎𝑡𝑒𝑔𝑜𝑟𝑦. For participants in 𝐶𝑎𝑡𝑒𝑔𝑜𝑟𝑦
other than 𝑛𝑜𝑛𝑒 , it showed the inference; it showed no inference
when 𝐶𝑎𝑡𝑒𝑔𝑜𝑟𝑦 was 𝑛𝑜𝑛𝑒 . PAR then showed the participants the
most informative answer for the inference (that it identified using
Eq 6 for the inference) and asked them to provide consent for the
use of their answer (𝐶𝑜𝑛𝑠𝑒𝑛𝑡𝐴) using our study setup (Figure 4b).

After participants indicated their consent level for their answer,
the system displayed a "debrief" page indicating the end of in-
teraction with PAR. The debrief also indicated that subsequent
questions were from the research team and reminded them that
correct responses to the post-experiment questions are important
for the research study. After the debrief, we administered the post-
experiment survey asking about inference correctness and partici-
pants’ privacy concerns described in the previous section, followed
by demographic questions about their age, gender, highest educa-
tion, occupation, and industry of work.



CHI ’24, May 11–16, 2024, Honolulu, HI, USA Asthana et al.

What state do you live in?

What is your age?

Have you played sports in the 
last 12 months?

No inference arts inference ads inference protected inference

Earlier you answered that your age
is 25-30

Using this answer, the system infers
that you like gardening

Please indicate your preference for
letting the system use your answer

Post-survey

Earlier you answered that you 
live in Hawaii

Using this answer, the system infers
that your work-status is employed

Please indicate your preference for
letting the system use your answer

Post-survey

Earlier you answered that you 
like sports

Using this answer, the system infers
that your gender is female

Please indicate your preference for
letting the system use your answer

Post-survey

Earlier you answered that you 
live in Hawaii

Please indicate your preference for
letting the system use your answer

Post-survey

Consent levels for data use

Consent for personalization +
Consent for ads within platform +
Consent for ads outside platform

Consent for personalization +
Consent for ads within platform

Consent for personalization

No consent

(a) Experiment 2 flow diagram (b) Experiment 2 consent page

Figure 4: Experiment 2: a) experimental setup, and b) the consent page asking users for consent to use their answers.

3.6.3 Analysis. To test H2.1, we analyzed 𝐶𝑜𝑛𝑠𝑒𝑛𝑡𝐴 using a one-
way ANOVA, with𝐶𝑎𝑡𝑒𝑔𝑜𝑟𝑦 as the independent variable. Note that
we do not consider correctness when 𝐶𝑎𝑡𝑒𝑔𝑜𝑟𝑦 is 𝑛𝑜𝑛𝑒 due to the
absence of an inference. To test H2.2, we analyzed whether there is
any difference in the consent decisions of participants (𝐶𝑜𝑛𝑠𝑒𝑛𝑡𝐴)
for the three inference categories (𝑎𝑟𝑡𝑠 , 𝑎𝑑𝑠 , and 𝑝𝑟𝑜𝑡𝑒𝑐𝑡𝑒𝑑) and cor-
rectness (𝐶𝑜𝑟𝑟𝑒𝑐𝑡𝑛𝑒𝑠𝑠) using a two-waymixed ANOVA (𝐶𝑎𝑡𝑒𝑔𝑜𝑟𝑦×
𝐶𝑜𝑟𝑟𝑒𝑐𝑡𝑛𝑒𝑠𝑠). We experimentally balance the inference 𝐶𝑎𝑡𝑒𝑔𝑜𝑟𝑦,
but cannot control for 𝐶𝑜𝑟𝑟𝑒𝑐𝑡𝑛𝑒𝑠𝑠 . To account for the moderate
imbalance in correctness, we used Type III ANOVA that mitigates
the effect of unbalanced factors [42, 97]. To test H3, we analyzed
𝑆𝑒𝑛𝑡𝑖𝑚𝑒𝑛𝑡 and 𝐼𝑛𝑓 𝑜𝑟𝑚𝑒𝑑𝑛𝑒𝑠𝑠 using one-way ANOVA (𝐶𝑎𝑡𝑒𝑔𝑜𝑟𝑦).

To test H4, we compare consent to use 𝐼𝑛𝑓 𝑒𝑟𝑟𝑒𝑑 arts attributes
(Experiment 1) with consent to use explicitly answered arts at-
tributes (𝐸𝑥𝑝𝑙𝑖𝑐𝑖𝑡 , Experiment 2). Because this analysis has only
one independent variable with two possible values, we ran Welch’s
two-sample t-test on the consent decisions 𝐼𝑛𝑓 𝑒𝑟𝑟𝑒𝑑 and 𝐸𝑥𝑝𝑙𝑖𝑐𝑖𝑡 .

None of our dependent variables in any of our ANOVA tests was
normally distributed; therefore, we performed Align Rank Trans-
form (ART) [118] before running the ANOVA tests and performed
post-hoc pairwise analyses using ART-c [20] with Holm-Bonferroni
corrections. Our a priori power analysis (𝛼 = 0.05, 1 − 𝛽 = 0.95)
estimated that the experiment required 540 participants.

3.6.4 Participants. We recruited 544 participants from Prolific and
compensated them at $15/hr for their time. We balanced our re-
cruitment pool on the available gender representation provided by
prolific to ensure fair representation of preferences. In this study,
about 48% participants self-identified as male, 47% self-identified
as female, and 3% self-identified as non-binary. We had a fair rep-
resentation for most age groups except 65+, with the highest rep-
resentation from 25-34 (42%) and the second highest from 35-44
(21%). Many of our participants had "4-year college degrees" (38%),
followed by "Some college" (23%). We provide the full demographic
breakdown in the supplementary materials.

3.7 Summary of the Experimental Design
Experiment 1 is within-subjects with inference 𝐶𝑎𝑡𝑒𝑔𝑜𝑟𝑦 as an in-
dependent and controlled variable, and 𝐶𝑜𝑛𝑠𝑒𝑛𝑡𝐼 (consent for the
use of the inference) as a dependent variable. We repeatedly mea-
sure users’ consent for the use of one inference of each category:
1) arts, 2) ads, and 3) protected. Experiment 2 is between-subjects
with inference 𝐶𝑎𝑡𝑒𝑔𝑜𝑟𝑦 as an independent and controlled variable
and 𝐶𝑜𝑛𝑠𝑒𝑛𝑡𝐴 (consent for the use of their answers after infer-
ence awareness) as a dependent variable. In both experiments, we
administered the post-experiment survey, where we measured par-
ticipants’ 𝑆𝑒𝑛𝑡𝑖𝑚𝑒𝑛𝑡 of the system’s data practices and their feeling
of being 𝐼𝑛𝑓 𝑜𝑟𝑚𝑒𝑑𝑛𝑒𝑠𝑠 when providing consent to use their an-
swer.𝐶𝑜𝑟𝑟𝑒𝑐𝑡𝑛𝑒𝑠𝑠 of inference is a nested and unbalanced factor in
both experiments that we cannot experimentally control for but
account for its imbalance in our analysis. Table 4 summarizes the
independent and dependent variables in both experiments.

3.8 Ethical Considerations
Understanding privacy preferences with AI inferences requires us
to collect data and make participants aware of inferences of varying
sensitivity (ranging from least sensitive, such as their hobbies, to
very sensitive, such as their employment status). To reduce discom-
fort and minimize any harm to participants, we prevented PAR from
asking the most sensitive questions from CPS (e.g., questions about
disability status and questions closely related to socio-economic
status, such as income). We identified these questions based on the
iterative annotation and coding process described in Section 3.1.4.
People’s levels of comfort can be different and nuanced, and some
included questions could still be uncomfortable. We acknowledged
this in our study consent form and gave participants the option to
leave the experiments at any time should they decide so.

Acknowledging the sensitivity of the data about participants
from the experiments, we stored all data on secure institution’s



Users’ Privacy Preferences Regarding AI-based Inferences of Sensitive Information for Personalization CHI ’24, May 11–16, 2024, Honolulu, HI, USA

Table 4: Overview of experimental design for the two experiments and the main dependent and independent variables in them.

Variable Role Type Levels

Experiment 1 (RQ 1,4)

Inference category (balanced) independent Categorical 3
Inference correctness (unbalanced) independent Categorical 2
Consent to use inferred attribute dependent Categorical 4
Consent to use inferred arts attribute dependent Categorical 4

Experiment 2 (RQ 2,3,4)

Inference category (balanced) (3 inference, 1 no-
inference)

independent Categorical 4

Inference correct (unbalanced) independent Categorical 2
Consent to use the most informative answer of
the inference

dependent Categorical 4

𝑆𝑒𝑛𝑡𝑖𝑚𝑒𝑛𝑡 dependent Categorical 5 (Likert)
𝐼𝑛𝑓 𝑜𝑟𝑚𝑒𝑑𝑛𝑒𝑠𝑠 dependent Categorical 5 (Likert)
Consent to use explicitly answered arts attribute dependent Categorical 4

servers, and the storage protocols were reviewed by our institu-
tion’s review board (IRB). While we collect sensitive participant
data, our questions are adopted from the US Census, which already
anonymizes participant responses up to 100,000 responses in a
statistical area. As such, our data and inferences are at least as
anonymous as the US Census responses. Our study was deemed
exempt from ongoing IRB oversight.

3.9 Limitations
Our method comes with limitations, most of which are due to using
a hypothetical public art recommendation system to conduct lab
user studies. For example, PAR focuses on public arts recommenda-
tions, but privacy preferences can vary considerably by context [59]
(e.g., health, social media, online dating), the quality of online ser-
vice, and the actual benefits of personalization [1]. PAR does not
provide users with actual benefits of personalization due to the
short interaction and the focus on inferences. While our focus on
the “cold-start” problem precludes us from studying the benefits
of personalization and inferences based on data collected through
long-term interaction, it is a reasonable first step towards studying
consent for using inferences. Inferences generated from long-term
behavior activity can compound studying privacy decision-making
due to the difficulty of linking behavior traces with inferences.

Next, our method leaves the possibility for participants to pro-
vide false information to our recommendation system. Although
this does not affect the order of questions that PAR asks, it could
affect the accuracy of our inferences. Thus, we accounted for the
correctness of inferences, confirming them again with participants.
In our method, we communicated to participants that their data is
strictly confidential and only accessible to research team members.
During the debriefing stage, we reminded participants about the
value of the research of knowing if the inference was correct.

Despite confirming with participants about the accuracy of their
data, some participants could still intentionally provide wrong an-
swers to the system. Users can provide wrong answers to online
services if they feel compelled to provide information but do not
see benefits [74] or to safeguard sensitive data [90]. If participants
intentionally provided wrong answers in our study, their consent

decisions would also be in the context of wrong answers, and we
can not know how they may have provided consent for the use of
correct data. Future work can consider strategies for establishing
correctness, such as triangulation with secondary data sources (e.g.,
additional surveys or platform collected data) or predicting the
likelihood of the user’s answer being true [87] to decide whether
the information can be used for personalization.

We generated inferences, made participants aware of such in-
ferences, and asked for their consent to use their inference or their
most informative answer for the inference (Section 3.2). Asking par-
ticipants to provide consent to use their answers after awareness of
the inference could be a form of digital resignation for participants
who are not comfortable with even the generation of inferences.
Such digital resignation relates to the discomfort experienced by
users when compelled to disclose personal data for using online
services [96].

We also note that there could be a gap between the accuracy of
our system and those of major tech companies, which have access
to abundant user data. However, during our pilot tests of the study
software, participants did not make explicit complaints about the
accuracy, and prior work suggests that inference about users is
difficult even for platforms with extensive user data [114]. More-
over, we evaluated our algorithm offline on the CPS dataset, and
the average accuracy of inferences for various user attributes was
65% across inferences on all personal attributes, with the highest
accuracy of 100% across some personal attributes.

4 RESULTS
Here, we present the results from the two experiments. We first
validated that participants were willing to answer questions that
our questions selection algorithm asked. Figure 5 shows the ques-
tions that PAR asked participants in both experiments. Two of the
most frequently asked questions were about the participant’s age
and state of residence, as they are highly predictive of several other
attributes of participants. The participants answered 99.9% of all
questions that PAR asked them across the two experiments. Further-
more, the system had an overall average accuracy of 48% correct
inferences across both experiments.
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Figure 5: Bar plot illustration of all questions that the participants answered and chose not to answer.

4.1 Experiment 1: Privacy Preferences for
Inferred Personal Attributes

In Experiment 1, PAR asked each participant to provide their con-
sent for the use of one inference from each of the three categories.
The contingency table (Table 5) details the breakdown of correct
and incorrect inferences by inference category across the 333 par-
ticipants who took part in this experiment. Figure 6 shows the
frequency of all the attributes that the system inferred about partic-
ipants and the proportion of correct inferences for each attribute.

Table 5: Contingency table across inference category and
inference correctness for Experiment 1.

Inference category Inference
correct

Inference
incorrect

Total Inference
accuracy

Category arts 213 120 333 63%
Category ads 160 173 333 45%
Category protected 130 203 333 39%

4.1.1 Consent decisions for inferred attributes. We found a sta-
tistically significant effect of 𝐶𝑎𝑡𝑒𝑔𝑜𝑟𝑦 on 𝐶𝑜𝑛𝑠𝑒𝑛𝑡𝐼 in our analy-
sis (𝐹 (2, 617) = 6.92;𝑝 < 0.01) after controlling for the effect of
𝐶𝑜𝑟𝑟𝑒𝑐𝑡𝑛𝑒𝑠𝑠 across participants. Mean consent level when𝐶𝑎𝑡𝑒𝑔𝑜𝑟𝑦
was 𝑎𝑟𝑡𝑠 (mean = 1.22) and 𝑎𝑑𝑠 (mean = 1.22) was higher than for

𝑝𝑟𝑜𝑡𝑒𝑐𝑡𝑒𝑑 category (mean = 1.0) (𝐹 (2, 631) = 29.5;𝑝 < 0.001). We
found a medium effect size for the difference between the categories
𝑎𝑟𝑡𝑠 and 𝑝𝑟𝑜𝑡𝑒𝑐𝑡𝑒𝑑 (Cohen’s 𝑑 = 0.675) and a small effect size for
the difference between the categories 𝑎𝑑𝑠 and 𝑝𝑟𝑜𝑡𝑒𝑐𝑡𝑒𝑑 (Cohen’s
𝑑 = 0.463). Thus, participants provided on an average higher consent
level for the use of their inferred attributes from the arts and ads
categories than attributes from the protected category. Figure 7a
shows the distribution of inferences across the three categories.

We also found a statistically significant effect of 𝐶𝑜𝑟𝑟𝑒𝑐𝑡𝑛𝑒𝑠𝑠
on 𝐶𝑜𝑛𝑠𝑒𝑛𝑡𝐼 (𝐹 (1, 332) = 40;𝑝 < 0.001). Correct inferences had a
higher consent level (mean = 1.50, SD = 1.01) than incorrect ones
(mean = 0.83, SD = 1.07, Cohen’s 𝑑 = 0.593). Thus, participants
were more likely to provide higher consent levels (broader) for the
use of their inferred attributes if those inferences were correct than
if they were wrong. Table 6 summarizes the coefficients for the
ANOVA test in our analysis.

Figure 7 shows the distribution of consent decisions for inferred
attributes across arts, ads, and protected categories (a) and by cor-
rectness (b). In Figure 7a, the box ranges indicate similar 25th and
75th percentile for all categories. The distribution of the dots shows
that protected inferences have more participants choosing the low-
est consent level ("do not use and store at all") compared to other
conditions. Variation of consent by inference category and correct-
ness (Figure 7b) reveals more clear differences. When inferences are
correct, the boxes are relatively higher than for incorrect inferences,
indicating that more participants are choosing higher levels.
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Figure 6: Stacked bar-plot distribution of user attributes that the system inferred about the participants in Experiment 1. Green
bars represent the number of times PAR inferred that attribute correctly across participants. Pink bars represent the number
of times PAR inferred that attribute incorrectly across participants.

do not use and
store at all

personalization

personalization
+ ads within PAR

personalization
+ ads within PAR

+ ads outside PAR

arts ads protected
Category

C
on

se
nt

 L
ev

el

(a)

arts ads protected

Yes
N

o

do not use and
store at all

personalization

personalization
+ ads within PAR

personalization
+ ads within PAR

+ ads outside PAR

do not use and
store at all

personalization

personalization
+ ads within PAR

personalization
+ ads within PAR

+ ads outside PAR

Category

C
on

se
nt

 L
ev

el

(b)

Figure 7: Variation of consent to use inferred attributes against inference category (a) and by inference category and correctness
(b). Dots show the number of participants that indicated the corresponding consent level. Each dot represents 10 participants.
Bounds of boxes indicate the 25th and 75th quartile of consent levels, and the middle line indicates the median (middle).

4.1.2 Privacy concerns. From the answers to the post-experiment
survey asking them about their concerns (1 - Extremely concerned,
5 - Not concerned at all), participants were moderately concerned
about the system invading (𝐼𝑛𝑣𝑎𝑠𝑖𝑣𝑒) their privacy (mean = 2.36,
SD=1.02). Participants were also moderately concerned (1 - Ex-
tremely concerned, 5 - Not concerned at all) about the misuse

(𝑀𝑖𝑠𝑢𝑠𝑒) of their private information by the system (mean=2.22,
SD=1.1). Participants were generally comfortable (𝐶𝑜𝑚𝑓 𝑜𝑟𝑡 ) (1 -
Extremely comfortable, 5 - Not comfortable at all) with the system
learning information about them (mean=1.91, SD=0.92).
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Table 6: Coefficients for ANOVA for effect of 𝐶𝑎𝑡𝑒𝑔𝑜𝑟𝑦 on 𝐶𝑜𝑛𝑠𝑒𝑛𝑡𝐼 for inferred attributes.

Condition tests

Variable F Df Df.res Pr(>F)

Inference category 29.56 2 631.64 5.34e-13
Correctness 40.83 1 332.57 5.58e-10
Inference category:Correctness 0.16 2 530.83 0.85

Contrast tests

contrast estimate SE Df p-value

𝐶𝑎𝑡𝑒𝑔𝑜𝑟𝑦𝑎𝑟𝑡𝑠 - 𝐶𝑎𝑡𝑒𝑔𝑜𝑟𝑦𝑎𝑑𝑠 37.18 14.98 633.76 1.33e-02
𝐶𝑎𝑡𝑒𝑔𝑜𝑟𝑦𝑎𝑟𝑡𝑠 - 𝐶𝑎𝑡𝑒𝑔𝑜𝑟𝑦𝑝𝑟𝑜𝑡𝑒𝑐𝑡𝑒𝑑 118.58 15.72 630.09 4.77e-13
𝐶𝑎𝑡𝑒𝑔𝑜𝑟𝑦𝑎𝑑𝑠 - 𝐶𝑎𝑡𝑒𝑔𝑜𝑟𝑦𝑝𝑟𝑜𝑡𝑒𝑐𝑡𝑒𝑑 81.40 15.37 630.72 3.299340e-07

4.2 Experiment 2: Privacy Preferences for
Explicitly Provided Personal Attributes
Used in Inferences

In this experiment, participants provided consent to use their an-
swers after becoming aware of an inference from one of the cate-
gories or provided consent to use their answer without awareness
of any inference (when 𝐶𝑎𝑡𝑒𝑔𝑜𝑟𝑦 is 𝑛𝑜𝑛𝑒). The contingency table
(Table 7) details the breakdown of the observations across the inde-
pendent variables 𝐶𝑎𝑡𝑒𝑔𝑜𝑟𝑦 and 𝐶𝑜𝑟𝑟𝑒𝑐𝑡𝑛𝑒𝑠𝑠 . Figure 8 shows the
frequency of all the attributes that the system inferred about partic-
ipants and the proportion of correct inferences for each attribute.

Table 7: Contingency table across inference category and
inference correctness for Experiment 2

Category Inference
correct

Inference
incorrect

Total Inference
accuracy

Category none - - 136 -
Category arts 98 38 136 72%
Category ads 61 75 136 52%
Category protected 55 81 136 40%

4.2.1 Variation of consent decisions for the use of answered at-
tributes with awareness of inference across𝐶𝑎𝑡𝑒𝑔𝑜𝑟𝑦. 𝐶𝑜𝑛𝑠𝑒𝑛𝑡𝐴 mea-
sured participants’ consent to use the most informative answer
for the inference across 𝐶𝑎𝑡𝑒𝑔𝑜𝑟𝑦 of inference that PAR made par-
ticipants aware of. We found a statistically significant effect of
𝐶𝑎𝑡𝑒𝑔𝑜𝑟𝑦 of inference awareness on participant’s consent decision
for use of theirmost informative answer for the inference (𝐹 (3, 538) =
2.74;𝑝 < 0.05). Our post-hoc tests found a statistically significant
difference in participants’ consent levels between𝐶𝑎𝑡𝑒𝑔𝑜𝑟𝑦 = 𝑛𝑜𝑛𝑒

and 𝐶𝑎𝑡𝑒𝑔𝑜𝑟𝑦 = 𝑝𝑟𝑜𝑡𝑒𝑐𝑡𝑒𝑑 (𝑒𝑠𝑡𝑖𝑚𝑎𝑡𝑒 = 49.42, 𝑆𝐸 = 18.41, 𝑝 < 0.05).
We found a small effect size for this difference (Cohen’s 𝑑 = 0.3262).

4.2.2 Variation of consent decisions for use of answered attributes
across inference𝐶𝑎𝑡𝑒𝑔𝑜𝑟𝑦 (𝑎𝑟𝑡𝑠 , 𝑎𝑑𝑠 , 𝑝𝑟𝑜𝑡𝑒𝑐𝑡𝑒𝑑) and𝐶𝑜𝑟𝑟𝑒𝑐𝑡𝑛𝑒𝑠𝑠 . In
conditions where participants were made aware of inferences, we
compared the effect of 𝐶𝑎𝑡𝑒𝑔𝑜𝑟𝑦 ×𝐶𝑜𝑟𝑟𝑒𝑐𝑡𝑛𝑒𝑠𝑠 on 𝐶𝑜𝑛𝑠𝑒𝑛𝑡𝐴 . Our

Table 8: Coefficients for one-way ANOVA for effect of trans-
parency of inference𝐶𝑎𝑡𝑒𝑔𝑜𝑟𝑦 on𝐶𝑜𝑛𝑠𝑒𝑛𝑡𝐴. Table only shows
statistically significant contrasts in the post-hoc tests

Condition tests

Variable F Df Df.res Pr(>F)

Category 2.74 3 538 0.042842

Contrast tests

contrast estimate SE Df p-value

𝐶𝑎𝑡𝑒𝑔𝑜𝑟𝑦𝑛𝑜𝑛𝑒
: 𝐶𝑎𝑡𝑒𝑔𝑜𝑟𝑦𝑝𝑟𝑜𝑡𝑒𝑐𝑡𝑒𝑑

49.42 18.41 538 0.045

two-waymixedANOVAmodel (𝐶𝑎𝑡𝑒𝑔𝑜𝑟𝑦×𝑐𝑜𝑟𝑟𝑒𝑐𝑡𝑛𝑒𝑠𝑠) found a sta-
tistically significant interaction effect of𝐶𝑎𝑡𝑒𝑔𝑜𝑟𝑦 and𝐶𝑜𝑟𝑟𝑒𝑐𝑡𝑛𝑒𝑠𝑠 .
(𝐹 (2, 402) = 3.031;𝑝 < 0.05). Our post-hoc tests found a sta-
tistically significant difference in participants’ consent levels be-
tween 𝐶𝑎𝑡𝑒𝑔𝑜𝑟𝑦 = 𝑎𝑟𝑡𝑠 , 𝐶𝑜𝑟𝑟𝑒𝑐𝑡 = 𝑦𝑒𝑠 and 𝐶𝑎𝑡𝑒𝑔𝑜𝑟𝑦 = 𝑝𝑟𝑜𝑡𝑒𝑐𝑡𝑒𝑑 ,
𝐶𝑜𝑟𝑟𝑒𝑐𝑡 = 𝑛𝑜 (𝑒𝑠𝑡𝑖𝑚𝑎𝑡𝑒 = 44.51, 𝑆𝐸 = 15.75, 𝑝 < 0.1). We found a
small effect size (Cohen’s 𝑑 = 0.16) for this contrast.

Table 9: Coefficients for two-way ANOVA for effect of trans-
parency of inference 𝐶𝑎𝑡𝑒𝑔𝑜𝑟𝑦 and 𝐶𝑜𝑟𝑟𝑒𝑐𝑡𝑛𝑒𝑠𝑠 on 𝐶𝑜𝑛𝑠𝑒𝑛𝑡𝐴
across inference categories. Table only shows statistically
significant contrasts in the post-hoc tests

Condition tests

Variable F Df Df.res Pr(>F)

Category 1.57 2 402 0.21
Correctness 0.62 1 402 0.043
Category:Correct 3.03 2 402 0.049

Contrast tests

contrast estimate SE Df p-value

𝐴𝑟𝑡𝑠,𝐶𝑜𝑟𝑟𝑒𝑐𝑡 :
𝑃𝑟𝑜𝑡𝑒𝑐𝑡𝑒𝑑, 𝐼𝑛𝑐𝑜𝑟𝑟𝑒𝑐𝑡

44.51 15.75 402 0.074
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Figure 8: Figure shows the bar-plot distribution of user attributes that the system inferred about the participants in Experiment
2. Each bar represents the number of times an attribute was inferred.
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Figure 9: Variation of consent to use inferred attributes against inference category (a) and by inference category and correctness
(b). Dots indicate the number of participants who chose the corresponding consent level. Each dot represents 5 participants.
Bounds of boxes indicate the 25th and 75th quartile of consent levels, and the middle line indicates the median (middle).

Figure 9 shows consent decisions by 𝐶𝑎𝑡𝑒𝑔𝑜𝑟𝑦 alone (left) and
by 𝐶𝑎𝑡𝑒𝑔𝑜𝑟𝑦 and 𝐶𝑜𝑟𝑟𝑒𝑐𝑡𝑛𝑒𝑠𝑠 across inference categories. From
Figure 9a, we observe that the quartiles for the 𝑛𝑜𝑛𝑒 , 𝑎𝑟𝑡𝑠 , and 𝑎𝑑𝑠
categories are comparable. However, the quartiles for the 𝑝𝑟𝑜𝑡𝑒𝑐𝑡𝑒𝑑
category are one level lower. The dots against the boxes indicate
the same trend. Figure 9b shows the variation of consent decisions

by condition and correctness of inferences in the three inference
conditions, suggesting a trend similar to Experiment 1. Correct
inferences have higher quartiles for consent decisions than incorrect
inferences, and this difference is most pronounced for protected
inferences. However, surprisingly, we see higher quartiles (consent
levels) for the ads categories from both figures.
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Figure 10: Figure shows participants’ appeal (sentiment) of the system’s data practices when it asked for consent to use their
answer after showing an inference (a) and participants’ overall feeling of informedness if they provided consent to use their
answer after seeing an inference (b) after providing consent to use the most informative answer for the inference. Each dot
represents 5 participants.

ForH4, we find that themean consent level for explicitly provided
arts attributes (mean = 1.74) is higher than the mean consent level
for 𝑖𝑛𝑓 𝑒𝑟𝑟𝑒𝑑 arts attributes (mean = 1.43), and this difference is
statistically significant (95% 𝐶𝐼 [0.006, 0.612] 𝑡 (160) = 2.01;𝑝 <

0.05) (Figure 11). We found a small effect size (Cohen’s 𝑑 = 0.3)
for this difference. Thus, we find support for hypothesis (H4) that
consent levels for the same type of attributes are lower when they
are inferred than when they are explicitly provided by participants.
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Figure 11: Half-dot half-box plot showing consent levels for
explicitly answered vs inferred arts attributes from Exper-
iment 1 and 2. The blue box and its median line showed
slightly higher quartile ranges (more proportion of partici-
pants in higher consent levels) when PAR asked for consent
to use answered arts attributes compared to when they are
inferred by PAR (red). Each dot represents 3 participants.

4.2.3 Privacy concerns and user sentiment. From the answers to the
post-experiment survey, participants were moderately concerned
about the system invading their privacy (𝐼𝑛𝑣𝑎𝑠𝑖𝑣𝑒) (mean = 2.36,
SD=1.02) (1 - Extremely concerned, 5 - Not concerned at all). Par-
ticipants were also moderately concerned about misuse (𝑀𝑖𝑠𝑢𝑠𝑒)
of their private information (mean = 2.22, SD=1.0) (1 - Extremely

concerned, 5 - Not concerned at all) by the system. Participants
were generally comfortable with the system learning information
about them (mean = 1.9, SD=0.92) (1 - Extremely comfortable, 5 -
Not comfortable at all). We observe that the ratings are similar to
the previous experiment, showing a moderate privacy concern.

For participants’ perceived 𝐼𝑛𝑓 𝑜𝑟𝑚𝑒𝑑𝑛𝑒𝑠𝑠 (1 - not at all informed,
5 - extremely informed) regarding the system’s data practices when
PAR asked their consent to use their answer, their mean ratings did
not exhibit any trend: no-inference (mean = 2.62, SD = 0.9), arts
(mean = 2.74, SD = 1.01), ads (mean = 2.79, SD = 1.02), protected
(mean = 2.69, SD = 0.87). For participants’ sentiment (𝑠𝑒𝑛𝑡𝑖𝑚𝑒𝑛𝑡 )
towards the system’s data practices when PAR asked their consent
to use their answer across inference𝐶𝑎𝑡𝑒𝑔𝑜𝑟𝑦 (1 - greatly decreased,
5 - greatly increased), we found the mean rating to be highest for
the protected condition (mean = 2.78, SD = 1.11) and lowest for the
arts (mean = 2.56, SD = 1.07) with no-inference (mean = 2.61, SD =
1.13) and ads (mean = 2.65, SD = 1.13) in between. However, we did
not find a statistically significant effect for any of these differences
in our analysis (H3).

4.3 Summary of Results from Experiments 1 & 2
We find that participants chose lower consent levels for the use of
their most sensitive (protected) and incorrectly inferred attributes
(H1.1 and H1.2) (from Experiment 1). Participants who were made
aware of an inference from their explicitly provided answer also
chose lower consent levels for the use of such answers than par-
ticipants who chose consent without the awareness of any infer-
ence(H2.1). Further, participants who became aware of protected
and incorrect inferences were most likely to choose lower consent
levels for their answers compared to participants who were made
aware of other types of inferences (H2.2). We did not observe any
effect of the awareness of different inference categories on partici-
pants’ feeling of being informed (𝐼𝑛𝑓 𝑜𝑟𝑚𝑒𝑑𝑛𝑒𝑠𝑠) about the system’s
data practices. We found a marginal but statistically non-significant
increase in participants’ 𝑠𝑒𝑛𝑡𝑖𝑚𝑒𝑛𝑡 towards the system’s data prac-
tices after awareness of protected inferences compared to other
categories. Finally, we found that participants were more likely to
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give higher consent decisions for the use of their explicitly provided
arts attribute answers than when PAR inferred the arts attributes
about them (H4). This provides preliminary evidence for differential
treatment for consent to use inferences vs explicitly provided data.

5 DISCUSSION
Although users are generally aware that platforms learn from their
behaviors to infer their interests and demographics, our findings
generate new knowledge about users’ privacy preferences for their
inferred data in the context of personalization [66, 85]. Our find-
ings show how awareness of AI inferences in the context of users’
provided data impacts their privacy preferences.

5.1 Differential Consent Levels for Explicitly
Provided and Inferred Attributes by
Sensitivity and Accuracy

Awareness of protected (most sensitive) and incorrect inferences
made participants choose lower consent decisions for the use of
such inferences and lower consent decisions for the use of their
explicitly provided answers. Users could be familiar with inferences
of less sensitive attributes (arts and ads) through past experiences
with personalized services and targeted ads [83]. While services use
inferred protected attributes for algorithmic decision-making [110],
it is less intuitive for users to link their provided data or the targeted
ads they see to inferences on protected attributes [113]. This could
have surprised participants once they learned about the inferences
and impacted their consent decisions.

Users provided lower consent decisions for the use of inferred
arts attributes compared to explicitly provided arts attributes, sug-
gesting a differential treatment towards consent for the use of
inferred data compared to explicitly provided data. Different con-
sent decisions for protected attributes and when the same type of
attributes are inferred versus explicitly provided could suggest a
lack of user knowledge regarding inferences. Efforts to enhance
people’s inference literacy, a term that Warshaw et al. [113] coined
to refer to digital literacy [81] on how companies use and store
inferences could help users make informed choices for the use of
their data in the context of AI inferences. We need to rethink exist-
ing consent mechanisms (such as notice and choice) [25] as they
do not provide scope for raising people’s digital literacy.

Wrong inferences made users choose lower consent levels both
for such inferences and for their explicitly provided answers after
awareness of such inferences. One reason could be that participants
wanted to minimize any unwanted content, ads, or risks, such as
breach of false personal information. Another possible explanation
is the mismatch between how users perceive the use of their data
and advertisers’ actual data usage. Advertisers often label users
for their potential future behaviors [85], which could be correct or
incorrect. However, users are unlikely to be aware that inferences
could be wrong but still useful to advertisers [109].

We also observed that consent decisions were highly variable
across individuals. ANOVA for consent decisions had a relatively
low F-value, indicating high in-group variance. This suggests that
other factors like demographics [122], context of use [57], and prior
experiences of privacy violations [69] are likely contributors to con-
sent decisions just like they affect consent for explicitly provided

data [16]. For example, users who faced adverse consequences of
privacy violations could choose high consent levels due to resigna-
tion towards existing data practices [113] instead of enthusiastically
wanting inferences for personalization. Thus, understanding the pri-
vacy needs of different user groups will be important in designing
more inclusive consent interfaces for the use of inferences.

We also note that although it is possible that participants could
have provided false data in our study, such behavior could be part
of realistic interactions when users may have heightened privacy
concerns but still need to provide data [17, 74, 119]. Thus, false data
forms a part of our study because participants evaluate inferences
with awareness of the accuracy of the data that they provide. How-
ever, intentional false data could be a symptom of consent practices
that do not adequately satisfy user needs. Awareness of inferences,
especially wrong inferences, can make users more protective of
their data, which could, in turn, impact the extent to which users
provide false data to services.

5.2 Designing Consent Mechanisms for Inferred
User Attributes for Personalization

Scholarship and audits on privacy concerns of user attributes col-
lected with their awareness have informed consent mechanisms
for such attributes [56, 83, 91], but due to the black-box nature
of inferences and limited studies about them [84, 121], it is very
challenging to expand consent mechanisms for inferred personal at-
tributes [10, 85, 115]. Our experiments provide initial directions for
expanding the discourse on consent to the use of inferred personal
attributes by showing that users indeed provide different consent
levels for inferences in different categories (arts, ads, and protected)
and for correct and incorrect inferences. Furthermore, participants
who learned about inferences also gave restrictive privacy decisions
for their explicitly provided answers compared to participants who
did not learn about any inferences. This is in line with prior stud-
ies where users’ knowledge of inferences from their data makes
them more aware of their privacy preferences and online behav-
iors [9, 116]. Consent mechanisms need to accurately convey to
users how one’s data can be used to infer new information about
them and ask for their consent—instead of passively collecting data
and using them for inference.

However, as the discourse around notice and consent has shown,
many consent popups and data privacy settings are currently de-
signed in a way that is burdensome and useless for users even for
existing data [12, 92]. Privacy scholars have pointed out that many
choices provided by companies are unusable [93] and prone to
mislead users through misguided messaging or designs (“dark pat-
terns”) [68, 98]. The design space to improve notice and choice con-
sent along the dimensions of timing, channel, modality, and control
in online interactions [93, 94] suggests opportunities for building
consent with AI inferences. AI inferences may likely require addi-
tional design considerations, such as appropriate communication
strategies to convey inferences.

Data aggregation across platforms, coupled with the increasing
accuracy of AI algorithms, dramatically increases the number of
personal attributes that online services can infer about their users
and the need for consent to use such attributes. Simply adding every
possible inference to existing notice and choice mechanisms could
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lead to cognitive burden and make consent even less informed [71].
More innovative methods beyond notice and choice may be needed
to enable informed consent of users. For example, the improved
conversational capabilities of chatbots could be leveraged for more
interactive privacy awareness [41] than simply burdening users
with a long list of notices about their privacy. Similarily, better
regulations around “privacy-protective designs and practices” can
contribute towards consent-friendly use of AI-powered applica-
tions [112]. Regulations can also lead to mechanisms that educate
the public about AI so that they can make more informed decisions
about their privacy [49].

Our findings also suggest that transparency of inferences and
building consent mechanisms around it could also benefit compa-
nies and not just users. When asked about the system’s appeal in
Experiment 2, to our surprise, we found that transparency around
protected inferences evoked the highest appeal for the system’s data
practices across all conditions. A possible explanation is that while
users are already aware of the existence of inferences [85, 121],
making a sensitive inference transparent and then asking users for
consent about their data positively impacted their impression of the
system. This hints at the possibility that consent mechanisms that
are grounded in more meaningful and enthusiastic consent [58]
can contribute to enhanced trust between users and companies.

6 CONCLUSION AND FUTUREWORK
We study the impact of AI inferences on users’ consent decisions
for the system’s usage of their information. We conducted two
experiments where participants (N=877) first answered questions
about themselves for personalized public arts recommendations.
Then, participants indicated their level of consent to let the system
use their inferred information or explicitly provided answers to
generate inferences. We found that they provide more restrictive
consent decisions when they learn that highly sensitive inferences
can be generated from their answers. This consent behavior holds
true both for inferred user attributes and their explicitly provided
answers after they become aware of inferences.

Our findings show that given a choice, users would choose their
privacy preferences for inferences similar to explicit data instead of
an all acceptance or rejection of inferences. This suggests a positive
attitude towards personalization, but it requires online services to
rethink their data practices and privacy regulations so that they
center users’ current level of understanding and privacy needs
regarding inferences.

We studied consent to use inferences in a limited setting of three
inferences per user and consent to use one answer in the presence
of one inference. An important research direction is designing
practical consent mechanisms that make it easier for users to mark
their preferences for both their data and inferences made about
them for many inferences and in the presence of implicit data. Also,
we studied inferences in the context of a public arts recommender
system, which reflects a scenario of using common entertainment
applications. Future work should look into other contexts, such
as how social media’s inferences impact users’ perceptions of the
platform’s use or how users prefer to give consent to the use of
inferences made for health reasons as consent to information varies
greatly by context [59].

Our work also opens up directions to study consent around the
storage of inferences and its potential use by algorithms, which we
did not cover in our research but is an increasingly important topic
due to algorithmic decision-making [10]. Lastly, due to the miscon-
ceptions around AI inferences [85, 113] users could be thought to
be taking actions incommensurate with their privacy preferences,
but a careful education of users about AI can enable them to align
their online behaviors with their privacy preferences.
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