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ABSTRACT  
Tech  companies  that  rely  on  ads  for  business  argue  that  users  have  
control  over  their  data  via  ad  privacy  settings.  However,  these  ad  
settings  are  often  hidden.  This  work  aims  to  inform  the  design  of  
fndable  ad  controls  and  study  their  impact  on  users’  behavior  and  
sentiment.  We  iteratively  designed  ad  control  interfaces  that  varied  
in  the  setting’s  (1)  entry  point  (within  ads,  at  the  feed’s  top)  and  
(2)  level  of  actionability,  with  high  actionability  directly  surfacing  
links  to  specifc  advertisement  settings,  and  low  actionability  point-
ing  to  general  settings  pages  (which  is  reminiscent  of  companies’  
current  approach  to  ad  controls).  We  built  a  Chrome  extension  
that  augments  Facebook  with  our  experimental  ad  control  inter-
faces  and  conducted  a  between-subjects  online  experiment  with  
110  participants.  Results  showed  that  entry  points  within  ads  or  
at  the  feed’s  top,  and  high  actionability  interfaces,  both  increased  
Facebook  ad  settings’  fndability  and  discoverability,  as  well  as  
participants’  perceived  usability  of  them.  High  actionability  also  
reduced  users’  efort  in  fnding  ad  settings.  Participants  perceived  
high  and  low  actionability  as  equally  usable,  which  shows  it  is  pos-
sible  to  design  more  actionable  ad  controls  without  overwhelming  
users.  We  conclude  by  emphasizing  the  importance  of  regulation  to  
provide  specifc  and  research-informed  requirements  to  companies  
on  how  to  design  usable  ad  controls.  
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1  INTRODUCTION  
Major  tech  companies,  such  as  Meta  and  Google,  rely  on  online  
behavioral  advertising  (OBA)  for  their  revenue;  they  claim  that  
targeted  advertising  is  also  benefcial  for  users  because  it  enables  
their  products  to  be  free  [70].  However,  OBA  has  raised  signifcant  
privacy  concerns  among  users  [6,  46]  and  researchers  have  called  
out  its  harms  to  society,  in  particular  increased  surveillance  [26,  
42,  43].  In  response,  tech  companies  have  argued  that  users  have  
control  over  their  data  via  the  platforms’  ad  privacy  settings.  For  
example,  Meta  CEO  Mark  Zuckerberg  wrote  to  Facebook’s  users  in  
2019:  “you  can  fnd  out  why  you’re  seeing  an  ad  and  change  your  
preferences  to  get  ads  you’re  interested  in”  [70].  

However,  contrary  to  such  claims,  tech  companies’  current  ad  
privacy  controls  are  failing  to  fully  support  users’  privacy  needs  
[21,  29,  65].  Many  ad  privacy  controls  lack  transparency  and  do  not  
provide  meaningful  choices  [35,  65].  They  are  also  hard  to  under-
stand  due  to  the  vague  explanation  of  OBA-related  concepts  [29].  
Most  importantly,  tech  companies’  ad  settings  are  often  difcult  to  
fnd  in  the  frst  place,  preventing  people  from  using  them  [29,  35].  
Habib  et  al.  [29]  observed  that  many  Facebook  users  are  not  aware  
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of the platform’s existing ad settings and had a hard time fnding 
them because the settings are detached from user experience fows. 

We build on design recommendations from prior research [29, 56, 
57] to make ad privacy controls more fndable by focusing on OBA 
controls’ location of entry points and level of actionability. Here, an 
OBA control’s entry point means the initial interface a user would 
click on to fnd a path that leads to the correct ad setting. In particu-
lar, we are interested in entry points in the feed, where users spend 
most of their time when using social platforms. High actionability 
means the ad control directly surfaces links to specifc ad settings, 
while low actionability means they point to general settings pages 
(which is how current ad settings are typically designed). We study 
the impact of these two on users’ behavior, perception of compa-
nies, and perceived usability of ad settings. Specifcally, our research 
questions ask how privacy controls’ entry point location and level 
of actionability impact: 

RQ1: The fndability of controls? 
RQ2: Users’ efort when fnding ad settings? 
RQ3: Users’ perception of the company that provides the ad 
settings? 
RQ4: Users’ perceived usability of ad settings that already 
exist on the platform? 
RQ5: Users’ perceived usability of and sentiment towards 
newly introduced ad control interfaces? 

To answer the research questions, we iteratively designed and 
evaluated ad controls that are easier to fnd based on Habib et al.’s 
conclusions and design recommendations [29]. Through a series 
of formative studies, we explored the design space of alternative 
advertisement controls. We varied the location of the entry point 
to the ad settings, placing them within ads (ad menu), at the top 
of the feed as dashboards, or in the left/top menu bars. Next, we 
varied the level of actionability at these entry points, providing 
either only links to general settings pages (low actionability) or 
more direct links to specifc ad controls (high actionability). The 
fndings of our formative study suggested that OBA controls located 
within ads and at the top of the feed were the most fndable. Further, 
participants liked controls with high actionability because direct 
links to specifc ad settings raised awareness that they exist. Based 
on the fndings, we fnalized four designs: 1) ad menu with low 
actionability, 2) ad menu with high actionability, 3) feed dashboard 
with low actionability, and 4) feed dashboard with high actionability. 

To evaluate the fnal designs, we built a functional prototype 
as a Chrome extension that augments Facebook’s interfaces to 
allow participants to complete the tasks in the context of their own 
Facebook account. We conducted a between-subjects, task-based 
online experiment (�=110) to test our designs. Log data generated 
by the Chrome extension showed that ad controls within ads and at 
the top of feed both increased the fndability of ad settings for the 
most difcult task of fnding advertisers using tailored advertising 
lists [65], with top of feed being more efective. High actionability 
increased the fndability rate for all tasks and also lessened the 
number of clicks in attempting each task. For a task related to 
tailored advertising lists, feed dashboard with high actionability 
increased the fndability rate from 22.7% to 63.6%. Participants 
perceived high actionability and low actionability as equally usable, 
with high ratings for both. In contrast, participants preferred ad 
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controls  to  be  situated  within  ads  over  being  located  at  the  top  
of  the  feed.  Our  designs  also  positively  impacted  the  perceived  
usability  of  Facebook’s  existing  ad  settings.  

Our  fndings  show  that  OBA  controls’  fndability  can  be  im-
proved  by  putting  the  ad  control  entry  points  in  ads  or  by  placing  
settings  dashboards  at  the  top  of  the  feed,  and  especially  by  provid-
ing  more  actionable  options.  The  results  also  show  that  it  is  possible  
to  design  more  actionable  ad  controls  without  overwhelming  users.  
However,  not  all  participants  who  found  ad  settings  understood  
what  the  settings  actually  did,  suggesting  that  Facebook’s  current  
ad  setting  interfaces  remain  confusing.  We  conclude  by  emphasiz-
ing  the  importance  of  platform  regulation  to  provide  specifc  and  
research-informed  requirements  to  companies  on  how  to  design  
usable  OBA  controls.  Academic  researchers  can  play  a  critical  role  
here,  by  auditing  companies’  ad  settings  and  making  concrete  de-
sign  recommendations  based  on  the  results.  Regulation  should  also  
require  companies  to  regularly  user  test  their  OBA  settings,  just  as  
the  companies  intensively  test  features  relevant  to  their  business  
models,  and  publicly  release  the  results  to  provide  accountability.  

2  BACKGROUND  &  RELATED  WORK  
In  many  countries,  the  “notice  and  choice”  model  is  the  primary  
way  through  which  companies  obtain  people’s  consent  regarding  
privacy  and  data  processing.  In  essence,  this  model  emphasizes  
providing  individuals  with  information  to  make  informed  decisions  
(“notice”)  and  certain  controls  for  managing  how  one’s  information  
is  collected  and  used  (“choice”)  [51].  Because  of  this,  scholars  have  
used  the  terms  “privacy  control”  [58]  or  “privacy  self-management”  
[59]  when  referring  to  the  current  paradigm  around  privacy  pro-
tection.  In  this  section,  we  provide  an  overview  of  controls  related  
to  OBA,  past  work  related  to  the  design  of  usable  privacy  controls,  
and  previous  evaluations  of  OBA  controls.  

2.1  OBA  Controls  
In  contrast  to  contextual  advertising,  where  ads  are  shown  based  
on  what  the  person  is  seeing  on  the  webpage,  online  behavioral  ad-
vertising  (OBA)  is  an  advertising  technique  that  leverages  personal  
data  to  target  internet  users  with  highly  personalized  ads  [45].  OBA  
is  primarily  enabled  by  technical  mechanisms,  such  as  tracking  
pixels  and  cookies,  which  collect  information  about  users  and  their  
online  activities  [62].  Large  technology  and  ad  companies,  such  as  
Meta  (Facebook),  have  implemented  other  complex  data  collection  
practices  to  target  ads  to  users  [13].  Prior  work  has  found  that  while  
users  do  not  have  a  full  understanding  of  OBA  practices  and  fnd  
some  OBA  data  collection  to  be  privacy-invasive  [6,  16,  22,  69],  
some  recognize  the  utility  that  OBA  can  provide  [17,  61].  

Mechanisms  to  give  users  control  over  the  data  collected  about  
them  for  advertising,  as  well  as  the  ads  they  see  on  online  platforms,  
commonly  appear  on  websites  [30].  Self-regulatory  groups  for  the  
advertising  industry,  such  as  the  Digital  Advertising  Alliance  (DAA)  
and  Network  Advertising  Initiative  (NAI),  have  implemented  web-
sites  that  allow  users  to  opt  out  of  behavioral  advertising  from  
group  members  [3, 38]. Browser extensions, such as Disconnect1              

and  PrivacyBadger,2  block  ads  and  tracking  mechanisms  related  

1Disconnect:  https://disconnect.me/ 
2Privacy  Badger:  https://privacybadger.org/  
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to OBA and support the Global Privacy Control (GPC)3 to commu-
nicate a user’s preference to limit the sharing or selling of their 
personal information. 

In addition to those third-party control mechanisms, some plat-
forms and websites implement their own settings to allow users 
some control over the ads they see on the platform. These settings 
are commonly provided in the service’s privacy policy, settings 
pages, or pages on the website specifcally about advertising [30, 56]. 
Our work seeks to explore how the entry point location and level 
of actionability of such controls impact their usability. 

2.2  Rethinking  Usable  Privacy  Choices  
Many  scholars  have  criticized  the  notice  and  choice  model  for  
failing  to  actually  protect  people’s  privacy  [12,  44,  49,  54,  59,  64].
One  of  the  reasons  behind  this  failure  is  that  companies  do  not  
provide  efective  privacy  notices  and  choices  [55,  56],  mainly  due  
to  the  lack  of  incentives  and  their  revenue  models  [1,  64].  Privacy  
policies  and  terms  of  service  are  too  long  and  complicated  for  users  
to  understand  [47]  and  privacy  controls  are  far  from  being  usable  
and  do  not  provide  meaningful  choices  [23].  

Accordingly,  privacy  experts  have  increasingly  been  arguing  for  
rethinking  the  role  of  privacy  choice  [12,  59,  64]  and  improving  
privacy  choice  interface  design  [23,  55,  57].  While  regulations  such  
as  the  General  Data  Protection  Regulation  (GDPR)  and  the  U.S.
California  Consumer  Privacy  Act  (CCPA)  place  importance  on  the  
quality  and  the  voluntary  nature  of  consent  [50,  52],  experts  have  
pointed  out  that  there  is  still  a  lot  of  room  for  improvement  in  
making  these  regulations  concrete  about  how  to  design  privacy  
choices  in  a  user-centric  way.  For  example,  Kretschmer  et  al.’s  work  
has  shown  that  while  GDPR  caused  online  services  to  provide  
more  ways  to  opt  out  of  data  processing,  many  did  not  give  users  
convenient  ways  to  achieve  it  [40].  

Human-Computer  Interaction  (HCI)  researchers  can  play  an  
important  role  here  by  providing  specifc  design  recommendations  
based  on  research  to  regulators  [25].  For  instance,  Habib  &  Zou  et  
al.’s  work  directly  impacted  the  CCPA  regulations  by  designing  and  
testing  icon-link  text  pairings  for  the  CCPA’s  do-not-sell  opt-out  
that  minimized  users’  misconceptions  [31].  

We  contribute  to  this  line  of  work  by  developing  fndable  ad  
privacy  controls,  and  studying  and  measuring  their  impact  on  users  
to  provide  implications  for  design  and  policy.  We  used  Habib  and  
Cranor’s  [28]  framework  for  privacy  choice  mechanisms’  usabil-
ity  to  explore  designs.  The  framework  provides  seven  aspects  of  
usability  for  evaluating  privacy  choices:  1)  user  needs,  2)  user  abil-
ity  and  efort,  3)  user  awareness,  4)  user  comprehension,  5)  user  
sentiment,  6)  decision  reversal,  and  7)  nudging  patterns.  We  focus  
on  user  awareness,  as  being  aware  of  the  existence  of  ad  controls  
is  a  precursor  to  fnding  and  customizing  them  [29];  without  such  
awareness  the  users  are  unlikely  to  customize  any  software  [7].
Although  Habib  and  Cranor  [28]  noted  that  much  of  users’  efort  in  
using  privacy  choices  is  in  fnding  them,  they  considered  user  ability  
and  efciency  as  a  separate  usability  aspect  for  measuring  users’  
efort  in  making  privacy  choices  (e.g.,  required  users’  actions,  such  
as  clicks  and  scrolls).  This  is  because  users  may  make  other  errors  

3Global  Privacy  Control:  https://globalprivacycontrol.org/  

once they have found privacy choices. Thus, we also considered 
user ability and efciency to ensure our designs are usable. 

2.3  Evaluating  and  Redesigning  OBA  Controls  
Extensive  research  has  shown  that  current  OBA  controls  are  prob-
lematic  in  many  ways.  Research  based  on  a  combination  of  surveys  
and  interviews  has  shown  that  they  are  hard  to  fnd  and  access  in  
the  frst  place  because  they  are  often  detached  from  user  experi-
ence  fows  on  platforms  [29,  35].  Habib  et  al.  observed  that  despite  
Facebook’s  existing  controls  meeting  some  user  needs—especially  
those  related  to  controlling  ad  content,  advertisers,  or  information  
used  in  targeting—their  fndability  was  low  [29].  In  particular,  study  
participants  had  a  hard  time  fnding  the  Ad  Preference ,4 page   where  
most  of  Facebook’s  OBA  controls  are  located  [29].  Hsu  et  al.’s  work  
also  showed  study  participants  were  largely  not  aware  of  Face-
book’s  ad  personalization  settings  and  struggled  to  fnd  them  [35].  
Studies  have  also  uncovered  that  OBA  controls’  explanations  are  
hard  to  understand,  especially  for  those  related  to  collected  data  
[29],  provide  misleading  facts  [60],  are  vague  [20],  or  potentially  
inaccurate  [4].  Furthermore,  there  is  no  evidence  that  platforms  
actually  respect  users’  expressed  preferences  via  ad  controls.  Prior  
audits  have  shown  that  Facebook’s  algorithms  eventually  showed  
ads  with  the  same  sensitive  content  over  time,  despite  the  user  
having  chosen  to  see  fewer  ads  about  the  topic  [27].  

Researchers  have  also  focused  on  improving  OBA  privacy  con-
trols  by  using  system-building  approaches.  Weinshel  et  al.’s  browser  
extension  visualized  information  that  data  trackers  may  have  col-
lected  about  users  for  a  long  period  of  time,  which  helped  partici-
pants  have  a  more  accurate  understanding  of  tracking  and  increased  
their  interest  in  privacy-protecting  measures  [66].  Jin  et  al.  [39]  
built  a  system  that  used  fowcharts  to  show  users  why  an  ad  has  
been  shown  based  on  one’s  Facebook  profle,  and  also  let  users  edit  
their  profle.  Based  on  the  fndings,  the  authors  argued  that  giving  
users  more  transparency  and  control  will  help  users  become  more  
receptive  to  OBA  [39].  Similarly,  Barbosa  et  al.  built  and  deployed  
a  system  that  considers  both  online  and  ofine  behaviors  and  lets  
users  review  and  interact  with  their  ad  profles  [8].  The  authors  
argued  that  letting  users  interact  with  one’s  profle  helps  them  have  
more  trustworthy  experiences  with  targeted  ads  [8].  

Complementing  prior  research  on  improving  ad  controls,  our  
work  focuses  on  the  fndability  of  ad  settings  rather  than  adding  
new  kinds  of  settings  functionalities.  In  doing  so,  we  contribute  
an  understanding  of  the  impact  of  interface  design  on  existing  OBA  
controls’  fndability  and  user  experience.  While  our  study  has  been  
conducted  in  the  context  of  Facebook  because  of  its  extensive  track-
ing  and  major  role  in  the  OBA  ecosystem  [33,  62],  our  intention  
is  to  broadly  inform  the  design  of  OBA  controls  to  improve  their  
fndability,  and  study  fndable  controls’  impact  on  users’  behavior,  
perception  of  companies,  and  perceived  usability  of  ad  settings.  

3  FORMATIVE  STUDY  AND  DESIGNS  
We  frst  conducted  formative  user  studies  to  iteratively  design  ad  
control  interfaces  with  a  focus  on  improving  entry  points  and  
actionability  of  ad  privacy  settings.  We  used  Habib  and  Cranor’s  
framework  [28]  for  privacy  choice  mechanisms’  usability  to  inform  

4https://www.facebook.com/adpreferences  
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Figure  1:  Control  condition  (Facebook’s  original  interface)’s  path  to  ad  setting  functionalities.  

                           (a) The user’s profle image in the top right corner of the menu bar is one of the entry points for reaching the general ad settings page. 

            
                 

        

(b) Facebook’s ad contextual menu that can be reached by clicking on 
the three dots at the top right corner of an ad. Users can click “Why am I 
seeing this ad?” for more information and controls. 

              
          

(c) “Why you’re seeing this ad” popup that can be reached from the ad 
contextual menu by clicking “Why am I seeing this ad?” 
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our design directions. In particular, we focused on user awareness, 
as users should be able to fnd advertisement controls to use them 
[29]. We also considered user ability and efort because if ad controls 
require too much efort (e.g., time, number of clicks) for users to 
make privacy choices, they will not be usable. In the following 
subsections, we describe Facebook’s existing OBA controls, and 
how we identifed initial designs and selected the designs for the 
main study. 

3.1  Existing  Facebook  OBA  Controls  
Habib  et  al.  [29]  identifed  36  interactions/paths  that  lead  users  to  
controls 5  related  to  advertising  on  Facebook.   As  shown  in  Figure  
1,  the  primary  locations  are  (1)  the  contextual  menu  that  can  be  
reached  by  clicking  three  dots  at  the  top  right  corner  of  each  ad  
(Figure  1-b),  (2)  the  Ad  Preferences  page,  which  can  be  reached  
via 6  the  global  account  setting   that  is  linked  from  the  top  menu  
bar’s  dropdown  (Figure  1-a)  and  the  contextual  menu’s  “Why  am  
I  seeing  this  ad?”  (Figure  1-b),  and  (3)  the  Of-Facebook  Activity  
page,7  which  is  in  Your 8  Facebook  Information,   a  tab  located  in  
the  global  account  settings.  In  particular,  the  Ad  Preferences  page  
includes 9  Ad  Settings,   where  most  of  Facebook’s  ad  controls  related  
to  privacy  and  data  collection  are  located  at.  

As  Habib  et  al.’s  work  has  shown,  the  entry  points  of  Facebook’s  
OBA  controls  are  hidden  and  not  directly  surfaced  to  users  [29].  
For  example,  in  order  for  a  user  to  go  to  Ad  Settings,  they  have  
to  click  on  their  profle  image  at  the  top  menu  bar  to  open  the  
dropdown  menu  (Figure  1-a),  then  click  Settings  &  privacy,  click  
Settings,  scroll  down  to  fnd  and  click  on  the  Ads  tab,  and  then  click  
Ad  Settings.  While  users  can  also  access  Ad  Settings  via  an  ad’s  
contextual  menu  where  Ad  Preferences  is  linked,  the  link  to  Ad  
Preferences  is  hidden  inside  “Why  you’re  seeing  this  ad,”  (Figure  
1-c),  which  is  not  apparent  to  users  [28].  In  our  work,  we  consider  
exposing  the  link  to  Ad  Settings  in  the  main  feed  by  creating  entry  
points  that  are  integrated  into  user  experience  fows  [23].  At  the  
same  time,  even  if  a  user  fnds  the  link  to  Ad  Settings,  there  is  still  
a  risk  of  users  not  knowing  what  to  expect  and  fnd  within  the  
page  [28].  Therefore,  we  also  considered  improving  actionability  
by  directly  surfacing  specifc  ad  setting  functionalities.  

3.2  Initial  Designs  
Here,  we  briefy  describe  our  initial  designs  that  focus  on  location  
of  entry  point  and  level  of  actionability.  We  explored  the  design  
space  by  creating  mockups  using  Google  Slides  and  AdobeXD.  

3.2.1  Location  of  entry  point.  First,  we  focused  on  the  location  of  
entry  points  as  we  considered  them  important  for  user  awareness  
and  also  for  the  control’s  efciency.  Table  1  shows  an  overview  of  
major  entry  points  that  were  explored  during  the  formative  study:  
contextual  menu  within  ads  (ad  menu),  top  menu  bar’s  dropdown  
link  (top  menu  dropdown  link),  icon  shortcut  next  to  the  Notifca-
tions  icon  (left  menu  icon),  and  link  in  the  feed’s  left  side  (left  menu  
link)  are  based  on  Habib  et  al.’s  study  [29],  while  the  dashboard  at  

5Habib  et  al.’s  appendix  materials  document  the  entire  set  of  paths  and  settings  [29].
6https://www.facebook.com/settings  
7https://www.facebook.com/of_facebook_activity/ 
8https://www.facebook.com/settings?tab=your_facebook_information  
9https://www.facebook.com/adpreferences/ad_settings  

the feed’s top (feed dashboard) was inspired by Facebook’s prior 
design (described below). 

Ad button and dropdown menu. Facebook provides a contextual 
menu for each ad that can be reached by clicking on the three dots 
at the top right of the ad. In our design, we made the entry point 
more prominent by changing the three dots to a button that says 
“Ad settings.” We describe the options surfaced in the dropdown 
menu in Section 3.2.2. 

Feed dashboard. For this design, we added a “privacy dashboard” 
[21] at the top of the main feed (Figure 2-b). The rationale behind 
this design is that Facebook has historically surfaced privacy-related 
reminders on the main feed (e.g., Figures 20 and 21 in Appendix). 

Left menu icon button and tab. Facebook provides icon-based 
buttons to access Messenger and Notifcations at the top of the page 
next to the user’s profle image (see top right of Figure 5). We tested 
including an icon that opened a tab with ad setting functions right 
near the Messenger icon (Figure 2-c). This design was proposed by 
Habib et al.’s study participants [29]. 

Top/Left menu link to settings page. In this design, we brought the 
link to Ad Settings earlier in the top menu dropdown, right after 
the user clicks on Settings & privacy menu (top menu dropdown 
link; Figure 2-d), also a design recommendation made by Habib et 
al.’s study participants [29]. We also considered other locations for 
shortcuts, such as the left menu link (Figure 2-e) because Facebook 
was A/B testing a layout where the icon shortcuts (e.g., Notifcation 
icon) were located in the left menubar, instead of at the top. 

3.2.2 Actionability. We also explored the level of actionability pro-
vided by the interface as it impacts user awareness and ad controls’ 
efciency. Typical ad settings provided by tech companies have 
low actionability (e.g., entry points link to general settings pages 
without surfacing specifc privacy choices). We wanted to assess 
the utility and usability of highly actionable ad control interfaces. 

For designs with low actionability (top menu dropdown link, 
left menu link), we provided a link to Ad Settings,10 as this page 
has most of the OBA controls related to data collection and privacy. 

For designs with high actionability (e.g., ad menu, feed dash-
board, left menu icon), we directly surfaced options related to ad 
interests and relevance (e.g., Ad Topics11) and options related to 
data collection and privacy (e.g., Of-Facebook activity, Data about 
your activity from partners). This is because users have varied goals 
when it comes to ad controls [29]. While our focus was on surfacing 
controls that are related to privacy, we also wanted our designs to 
capture the attention of users that care about ad personalization 
(described as “advertising curators” by Habib et al. [29]), as those 
users might beneft from, and even be interested in, thinking more 
about their privacy. One main goal of the formative study was to see 
if there was indeed such a need for highly actionable ad controls. 

3.2.3 Variation and exploration of designs. While the location of 
entry points remained the same (i.e., Table 1 lists all entry points 
we explored), we note that we explored variations of the designs 
described above, which is a common human-centered design ap-
proach for identifying promising designs [67]. We tested diferent 

10https://www.facebook.com/adpreferences/ad_settings 
11https://www.facebook.com/adpreferences/ad_topics 

https://www.facebook.com/settings
https://www.facebook.com/off_facebook_activity/
https://www.facebook.com/settings?tab=your_facebook_information
https://www.facebook.com/adpreferences/ad_settings
https://www.facebook.com/adpreferences/ad_settings
https://www.facebook.com/adpreferences/ad_topics
https://11https://www.facebook.com/adpreferences/ad_topics
https://10https://www.facebook.com/adpreferences/ad_settings
https://9https://www.facebook.com/adpreferences/ad_settings
https://7https://www.facebook.com/of_facebook_activity
https://6https://www.facebook.com/settings
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Table  1:  Overview  of  major  design  ideas  explored  in  the  formative  study.  

Level  of  
actionability  

Name  Entry  point  Type  of  interfaces  

ad  button  &  dropdown  menu  within  ads  high  text-based  button(s)  with  dropdown  menu  
feed  dashboard  top  of  the  feed  high  dashboard  with  text-based  links  
left  menu  icon  button  &  tab  left-side  menubar  high  icon-based  button  opening  a  tab  of  menu  bar  
top  menu  link  to  settings  page  top  menu  bar’s  profle  image  >  dropdown  low  text-based  link  to  Ad  Settings  page  
left  menu  link  to  settings  page  left-side  menubar  low  text-based  link  to  Ad  Settings  page  

numbers of buttons/links and types of buttons (e.g., text-based, tog-
gle) (designs shown in Figure 24). Here, we described a subset of 
the most fruitful designs that illustrate regions of the design space 
that we decided to focus on. 

3.3  Formative  Study  
After  deciding  on  initial  designs  intended  to  improve  on  the  us-
ability  factors  user  awareness  and  ability  &  efort,  we  created  low-
fdelity,  interactive  prototypes  using  Adobe  XD.  Using  the  proto-
types,  we  conducted  a  formative  evaluation  study  to  refne  and  
select  the  fnal  designs  for  the  main  study.  The  goals  were  to  in-
form:  (1)  which  entry  point  locations  to  focus  on,  (2)  how  to  provide  
higher  actionability,  (3)  decide  which  ad  settings  to  surface  in  our  
interface,  (4)  test  our  interface  design  and  wordings,  and  (5)  further  
refne  the  designs.  The  study  was  reviewed  and  approved  as  exempt  
from  ongoing  oversight  by  the  Institutional  Review  Board  (IRB)  at  
the  University  of  Michigan.  

3.3.1  Study  Protocol.  Before  the  study,  all  participants  reviewed  
and  agreed  to  a  consent  form  via  an  online  survey.  All  interviews  
were  conducted  remotely  via  Zoom  and  recorded  and  transcribed  
automatically  with  the  participant’s  consent.  Following  Nielsen’s  
recommendation  [48],  we  conducted  our  study  over  multiple  itera-
tions  with  fve  participants  per  cycle.  Participants  were  compen-
sated  with  a  $15  Amazon  gift  card;  sessions  lasted  around  an  hour  
(studies  that  included  more  designs  tended  to  take  longer).  

During  each  session,  we  frst  asked  about  participants’  experi-
ences  with  and  thoughts  about  ads  on  Facebook  in  order  to  under-
stand  participants’  needs  regarding  ad  settings  and  inform  follow-
up  questions.  Then,  we  showed  participants  interactive  prototypes  
of  ad  control  interfaces.  We  used  a  Wizard  of  Oz  prototyping  ap-
proach  (i.e.,  the  interviewer  controlled  the  fow  of  the  mockup  
based  on  where  participants  wanted  to  click)  and  participants  were  
shown  three  to  six  designs  in  randomized  order.  

In  the  frst  round,  we  introduced  the  designs  and  focused  on  
asking  about  participants’  impressions  to  gain  initial  feedback.  In  
subsequent  rounds,  we  asked  participants  to  fnd  a  Facebook  ad  
setting  that  meets  their  needs  in  order  to  observe  whether  partici-
pants  noticed  the  ad  control.  When  participants  could  not  fnd  an  
interface  after  multiple  attempts,  we  provided  hints  and  eventually  
guided  them  to  the  control.  After  the  participant  found  the  control,  
we  asked  where  they  would  click  and  what  they  expected  would  
happen  to  understand  their  comprehension  of  the  interface.  Then,  
we  showed  them  the  next  screen  depicting  how  the  interface  would  
change  after  a  user’s  click.  At  the  end  of  the  session  (when  partici-
pants  were  fnished  with  interacting  with  all  ad  control  interfaces),  

we  asked  them  to  rank  the  designs  by  their  preference  and  explain  
their  reasons  for  the  ranking.  We  also  asked  if  they  would  want  to  
add  or  remove  any  functionalities  from  the  interfaces  and  whether  
they  had  any  other  feedback.  Finally,  we  asked  them  to  complete  a  
post-study  demographic  survey  form  online.  

3.3.2  Recruitment  and  Participants.  We  recruited  participants  for  
the  formative  study  by  posting  a  screening  survey  on  Craigslist,  
following  Habib  et  al.’s  approach  [29].  The  screening  survey  was  
advertised  in  Ann  Arbor,  Chicago,  and  South  Bend–Mishawaka  
Metropolitan  Statistical  Area,  and  included  questions  about  par-
ticipants’  frequency  of  using  Facebook,  how  often  they  click  or  
comment  on  ads,  how  often  they  buy  products  after  seeing  ads  on  
Facebook,  and  their  age.  Other  demographic  questions  were  in  the  
post-study  survey.  Both  surveys  are  available  in  this  paper’s  Online  
Supplementary  Materials.  

We  recruited  20  participants  (fve  participants  per  design  itera-
tion)  who  use  Facebook  daily  or  weekly.  We  purposefully  included  
a  wide  range  of  participants  from  those  who  rarely  interact  with  
Facebook  ads  to  those  who  frequently  do.  This  was  in  order  to  gain  
diverse  perspectives  from  Facebook  user  groups  who  are  privacy-
concerned  and/or  do  not  care  about  ads,  as  well  as  those  who  fnd  
Facebook  ads  useful.  Nine  participants  reported  buying  products  
at  least  once  per  month,  six  participants  reported  buying  less  than  
once  per  month  but  at  least  once  in  the  last  year,  and  fve  par-
ticipants  reported  not  buying  products  at  all  after  seeing  ads  on  
Facebook  every  day.  We  stopped  recruiting  participants  after  we  
reached  saturation  of  fndings  regarding  users’  awareness  of  and  
preferences  towards  controls.  

Among  the  20  participants,  15  submitted  the  post-study  demo-
graphic  survey  form.  Based  on  the  15  participants’  responses,  nine  
participants  had  a  Bachelor’s  degree,  four  participants  had  a  Mas-
ter’s  degree,  two  participants  had  some  college  experience  but  no  
degree,  and  one  participant  had  a  high  school  or  equivalent  degree.  
Nine  participants  self-identifed  as  Black,  fve  participants  as  White,  
one  as  Asian,  and  one  participant  as  having  mixed  race.  Partici-
pants’  age  ranged  from  25  to  49  (median=30.5;  �  =  12  as  some  
participants  did  not  submit  the  post-study  survey  or  preferred  to  
not  disclose  their  age).  Five  participants  self-identifed  as  women,  
while  ten  self-identifed  as  men.  

3.3.3  Adapting  to  Facebook’s  interface  changes  and  A/B  testing.  
During  the  period  we  conducted  the  formative  study,  Facebook  
made  several  changes  to  the  main  feed’s  interface.  For  example,  
for  one  layout  they  were  A/B  testing,  Facebook  removed  links  
to  certain  settings  in  the  left-side  menu  bar.  This  was  one  of  the  
reasons  for  not  selecting  left  menu  link  (Figure  2-e)  for  the  fnal  



                  

Figure  2:  Mockups  that  show  major  designs  that  we  explored  during  the  formative  study.  We  used  AdobeXD  to  add  new  OBA  
control  designs  to  screenshots  of  Facebook’s  interface  in  May-June  2022.  Variations  are  included  in  the  Appendix  (Figure  24).  

      (a) ad button and dropdown menu 

   (b) feed dashboard        (c) left menu icon button & tab 

        (d) top menu link to Ad Settings page         (e) left menu link to Ad Settings page 
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study. Facebook also changed the entry point to the dropdown 
linking Settings & privacy from a dropdown icon (Figure 19 in 
Appendix) to the users’ profle image for one layout (Figure 1-a). 
This was later introduced in the other layout as well. We updated 
the mockup accordingly after noticing the change. We checked and 
made sure that Facebook’s interface changes did not occur or have 
a major impact on the main study, which we describe in Section 5. 

3.3.4 Analysis. For each round of formative testing, the frst au-
thor read the transcripts and notes taken during sessions and con-
ducted deductive coding. Codes mainly focused on: (1) participant’s 
ease/difculty of fnding the ad control interface (awareness), (2) 
participant’s sentiment towards the ad control (e.g., whether the 
participant liked the entry point), (3) participant’s expectation of 
what would happen after clicking/interacting with the interface, (4) 
participants’ perception of Facebook’s existing ad settings, and (5) 
other feedback. Findings were discussed among the team in weekly 
meetings to decide on refnements and what designs to further test 
in the next round of interviews. 

3.4  Findings  from  Formative  Study  
The  formative  study’s  multiple  rounds  provided  us  with  insights  
for  refning  entry  point  and  actionability  designs  for  ad  settings.  

3.4.1  Location  of  entry  points.  

Ad  button  and  dropdown  menu.  The  ad  menu  design’s  fndability  
rate  was  consistently  high  (Figure  2-a).  Most  participants  also  pre-
ferred  it  over  the  rest  of  the  other  entry  points  when  asked  to  rank  
designs  they  saw  during  the  session.  Participants  also  liked  having  
direct  links  to  specifc  functionalities  within  the  dropdown  menu  
(Figure  2-a).  They  acknowledged  that  even  if  some  options  are  not  
related  to  just  one  particular  ad  (e.g.,  Manage  of-Facebook  activity  
data),  the  links  served  as  a  good  reminder  that  general  ad  settings  
exist.  

Feed  dashboard.  In  the  formative  study,  almost  all  participants  
noticed  the  feed  dashboard  design  immediately  (Figure  2-b).  How-
ever,  participants’  preferences  regarding  the  dashboard  were  mixed.  
Some  liked  that  it  was  easily  accessible,  as  they  could  just  scroll  
to  the  top,  and  also  that  it  provided  many  options.  For  instance,  
a  participant  said  “I  mean,  this  is  kind  of  what  I  probably  like  best  
because  you  really  can’t  avoid  it.  And  ...  my  hypothesis  is  that  there  
are  people  who  wouldn’t  know  that  these  controls  exist  much  less.”  
But  others  thought  it  took  up  too  much  space  or  they  did  not  like  
that  it  was  the  frst  thing  they  had  to  see.  One  participant  also  noted  
that  it  is  easy  for  users  to  scroll  past  it  if  it  is  not  pinned  to  the  top  
of  the  page.  However,  as  many  participants  thought  that  the  dash-
board  took  up  too  much  space;  we  ended  up  not  proceeding  with  
and  testing  a  pinned  version.  Instead,  we  made  the  fnal  version  
collapsible  (Figure  22).  

Left  menu  icon  button  &  tab.  Many  participants  had  a  hard  time  
fnding  the  left  menu  icon.  Some  participants  explained  that  it  was  
not  clear  that  the  icon  was  related  to  ads.  This  fnding  echoes  prior  
research  that  text-based  links  or  combinations  of  icons  and  text  can  
be  more  efective  than  just  an  icon  [31].  Other  participants  noted  
that  they  generally  did  not  pay  attention  to  icon  buttons  on  the  
feed.  For  example,  a  participant  said  ”I  really  did  not  notice....  People  

Im et al. 

like me that really don’t pay attention to details probably make the 
same mistake.” Because of the low fndability, we abandoned the 
icon button as a potential entry point for ad settings and did not 
include it in our main study. 

Top menu link to settings page. Many participants had a hard time 
fnding Ad Settings from the dropdown menu that can be accessed 
at the top menu bar (Figure 2-d), which aligns with Habib et al.’s 
fndings [29]. We found that participants struggled even more after 
Facebook changed the dropdown icon (Figure 19 in Appendix) to 
the user’s profle image (Figure 1-a). But some participants also 
thought the location was intuitive, as it was under Settings & pri-
vacy. However, we did not consider it in our fnal designs due to 
the low fndability. 

3.4.2 Level of actionability. One major fnding from the formative 
study was that many participants preferred or were open to the 
idea of surfacing direct links to ad setting functionalities, instead 
of only providing the link to the Ad Settings page. This was also 
the case for participants who found ads useful or were not privacy-
concerned. These participants said while they fnd Facebook ads 
useful and would prefer to keep having personalized ads based on 
their online activity, they would like to have the freedom in being 
able to choose from available ad settings options, including privacy 
features. Thus, we decided to vary the level of actionability for 
the fnal study to understand the impact of high actionability on 
users. Of course, when there were too many buttons or options in 
the dropdown (e.g., Figure 24), participants preferred having fewer 
options, indicating the importance of fnding the right balance to 
not overwhelm users. 

3.4.3 Facebook’s explanation of ad setings. Many participants com-
mented that they found Facebook’s explanation of the ad setting 
functionalities related to data and privacy (e.g., Data about your ac-
tivity from partners) vague or confusing, which echoes prior work 
[20, 29]. Participants wanted more information about how their 
choices impacted their data and what “business partners” actually 
meant. Because our work is focused on fndability, we did not alter 
Facebook’s explanation provided in the settings for the main study. 
However, we added brief explanations about each functionality that 
was surfaced (Figures 4 and 6). 

Based on the results of the formative study, we decided to place 
the controls’ entry points within ads and at the top of the main feed. 
The major reason was their high fndability rate. We also consid-
ered participants’ preferences. Almost all participants liked having 
controls within ads, but participants’ reaction to the dashboard 
in the feed was mixed, as described above. We decided to include 
the dashboard because it is highly actionable and resembles ways 
Facebook has been known to actually surface its privacy-related 
features (Figures 20 and 21 in Appendix). We tested variants in 
which we included multiple buttons at the top of the ad to take 
people directly to actions available through the dropdown menu 
(Figure 24). However, many participants preferred the single but-
ton so we decided to focus on one ad settings button to open the 
dropdown ad menu . 
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Table 2: Overview of the between-subjects online experiment’s fve conditions. 

condition Location of entry points Actionability 

control condition (Facebook) Facebook’s entry points (profle image in feed’s menu bar 
or three dots in ad/dropdown menu) low 

ad menu & low actionability Facebook’s entry points + button in ad/dropdown menu low 
ad menu & high actionability Facebook’s entry points + button in ad/dropdown menu high 
feed dashboard & low actionability Facebook’s entry points + dashboard at top of feed low 
feed dashboard & high actionability Facebook’s entry points + dashboard at top of feed high 

3.5  Iterative  Pilot  Testing  and  Development  of  
Chrome  Extension  

After  the  formative  study,  we  built  a  Chrome  extension  to  add  our  
design  elements  to  a  user’s  Facebook  experience  (we  describe  the  
system  details  in  Section  5.2).  During  development,  we  continued  
to  pilot-test  the  extension  with  colleagues  and  alumni  of  our  institu-
tion.  We  pilot-tested  the  fnal  prototype  with  remote  user/usability  
studies  via  Zoom.  Participants  were  asked  to  complete  tasks  that  re-
quired  fnding  diferent  Facebook  ad  controls  while  thinking  aloud  
and  sharing  their  screen.  Sessions  were  not  recorded  to  minimize  
collecting  personal  data  (as  participants  shared  their  screen  show-
ing  their  Facebook  account).  The  sessions  typically  lasted  around  
50  minutes  and  all  participants  were  compensated  with  Amazon  
gift  cards  ($15).  

The  evaluations  were  iterative:  we  recruited  3-5  participants  
per  batch  following  Nielsen’s  recommendation  [48],  discovered  
a  set  of  usability  issues  or  technical  problems  from  each  batch,  
fxed  the  system  to  address  the  problems,  and  then  evaluated  with  
another  batch  of  participants.  We  repeated  this  until  we  reached  
saturation  of  issues  after  four  iterations,  which  resulted  in  recruiting  
a  total  of  15  participants.  This  iterative  approach  helped  ensure  that  
the  augmented  interfaces  would  not  hinder  participants’  Facebook  
usage  in  the  main  study.  

The  pilot  tests  uncovered  some  important  usability  issues  that  
were  not  previously  found  in  the  formative  interviews.  For  exam-
ple,  initially,  the  ad  menu  and  feed  dashboard  designs  had  white  
backgrounds  that  resembled  more  closely  how  Facebook  designed  
its  buttons  and  popups  (e.g.,  Figures  25  and  26).  However,  during  
the  pilot  tests  with  the  prototype,  we  discovered  that  many  par-
ticipants  did  not  notice  the  ad  buttons  right  away,  even  when  the  
participants  were  instructed  to  fnd  two  ads  on  their  feed  (tasks  
described  in  Section  5.5).  This  was  because  participants  were  used  
to  scrolling  the  feed  very  quickly  and  did  not  glance  at  the  ad’s  right  
corner  because  the  advertiser’s  name  is  on  the  left.  Participants  
commented  that  the  buttons  “blended  in”  with  Facebook’s  ads  and  
overall  interface,  mainly  due  to  their  white  background  color.  Thus,  
we  changed  the  designs  so  that  they  are  more  noticeable  mainly  
by  changing  the  color  of  the  ad  button  and  the  dashboard’s  top  
to  blue.  We  also  added  a  gear  icon  that  is  used  on  Facebook’s  set-
ting  page  to  the  ad  button.  Mimicking  Facebook’s  style,  we  used  
the  same  blue  color  as  Facebook’s  logo.  In  the  next  round  of  pilot  
tests,  participants  indeed  noticed  our  user  interface  components  
more.  Many  commented  that  they  thought  while  the  button  and  
dashboard  stood  out,  they  still  followed  Facebook’s  color  scheme  

and  “looked  sleek  enough.”  Once  we  fnalized  the  colors,  we  did  
not  change  them  during  the  main  study.  

Another  important  fnding  was  related  to  the  dashboard’s  lo-
cation.  While  Facebook  typically  puts  reminders  between  Stories  
and  posts  (e.g.,  reminders  about  passwords  as  shown  in  Figure  21),  
our  pilot  studies  showed  that  a  few  participants  scrolled  down  the  
feed  immediately  after  installing  the  extension.  A  few  participants  
also  noted  that  because  they  jump  straight  to  the  posts,  putting  the  
dashboard  at  the  feed’s  top  is  better  for  grabbing  their  attention.  
Therefore,  we  decided  to  add  it  at  the  feed’s  very  top.  

We  addressed  all  usability  issues  and  technical  problems  discov-
ered  during  the  pilot  studies  before  the  main  study.  The  last  batch  of  
pilot  studies  showed  that  the  augmented  interfaces  did  not  hinder  
users’  experience  on  Facebook.  

4  FINAL  DESIGNS  
Here,  we  describe  the  fnalized  designs  that  we  used  in  the  main  
study  (Section  5),  based  on  the  fndings  from  the  formative  study  
and  iterative  pilot  testing  of  the  Chrome  extension  described  above.  

4.1  Entry  Point  Location  
4.1.1  Ad  buton  and  dropdown  menu.  The  fnal  ad  button  we  used  
had  a  blue  background  with  a  gear  icon  to  make  it  noticeable  (Fig-
ures  3  and  4).  When  a  user  clicks  on  the  button,  the  contextual  
menu  appears,  with  Facebook’s  original  options  displayed  under  
the  header  “For  this  ad”  and  our  augmented  options  underneath  
“For  all  ads.”  

4.1.2  Feed  dashboard.  Similar  to  the  ad  button,  we  made  the  dash-
board  noticeable  by  making  the  background  partially  blue  (Figures  
5  and  6).  Our  formative  study’s  participants  were  concerned  about  
the  dashboard  taking  up  too  much  space,  so  we  added  a  dropdown  
button  at  the  top  right  of  the  dashboard  for  collapsing  it  (Figure  22).  

4.2  Actionability  
4.2.1  High  actionability.  For  interfaces  with  a  high  level  of  action-
ability  (Figures  4  and  6),  we  included  entry  points  to  Facebook’s  
existing  settings  that  are  a  mix  of  data  privacy  settings  and  ad  con-
tent  curation  settings.  They  were  chosen  based  on  our  formative  
study’s  fnding  that  many  participants  wanted  both  types,  as  well  as  
prior  literature  [29,  53,  65]:  Data  about  your  partners,  Of-Facebook  
activity,  and  Audience-based  Advertising  are  closely  related  to  data  
privacy,  and  Ad  Topics  is  more  related  to  interpersonal  privacy  and  
ad  content  (Table  3).  The  settings’  locations,  reasons  for  includ-
ing  each  setting  grounded  in  prior  literature,  and  relevant  tasks  



          

         
           

        

Figure 3: Ad button/menu with low actionability. The ad 
button is located within ads and the menu surfaces links to 
the Ad Settings and Facebook’s general settings page. 

        
          

          
       

Figure 4: Ad button/menu with high actionability. Compared 
to the ad menu with low actionability, this condition provides 
direct links to privacy controls that are currently located on 
Ad Settings and Facebook’s general settings page. 
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are  further  described  in  Section  5.5.  We  also  included  Ad  Settings  
because  it  is  a  general  page  for  OBA  privacy  settings,  including  
further  settings  that  we  did  not  directly  surface.  We  included  a  short  
explanation  for  each  functionality  as  our  formative  studies  revealed  
that  many  participants  had  a  hard  time  understanding  Facebook’s  
explanations  included  in  settings  related  to  data  collection  (e.g.,  
Data  about  your  activity  from  partners,  Of-Facebook  activity).  We  
iterated  on  the  short  explanations  during  the  formative  study  and  
pilot  tests  of  the  extension.  

4.2.2  Low  actionability.  For  interfaces  with  low  actionability  (Fig-
ures  3  and  5),  we  included  two  links:  one  to  the  Ad  Settings  tab  of  
Ad  Preferences  where  many  ad  privacy  settings  are  located,  and  
another  link  to  the  general  settings  page.  The  reason  for  including  
the  general  settings  is  that  the  Of-Facebook  activity  is  not  located  
in  Ad  Settings.  It  is  instead  located  in  Your  Facebook  Information,  
a  tab  that  is  located  on  the  general  settings  page.  The  others  (Data  
about  your  partners,  Ad  Topics,  Audience-based  Advertising)  are  
all  located  within  Ad  Settings  or  Ad  Preferences.  We  also  consider  
Facebook’s  original  interface  (i.e.,  without  any  design  changes),  
which  served  as  the  control  condition,  as  having  low  actionability.  

5  MAIN  STUDY:  BETWEEN-SUBJECTS  ONLINE  
EXPERIMENT  

To  understand  our  designs’  impact  on  users’  behavior  and  senti-
ment,  we  conducted  an  online  between-subject  experiment  with  
110 12  participants  recruited  via  Prolifc.   In  this  section,  we  present  
our  research  questions  and  hypotheses,  our  Chrome  extension  for  
the  experiment,  study  protocol,  analysis  approach,  and  limitations  
of  our  study.  

5.1  Method  and  Hypotheses  
We  conducted  a  remote,  online  experiment  (as  opposed  to  an  in-
person  study)  to  gather  behavioral  data  while  participants  com-
pleted  tasks  in  a  realistic  setting.  

5.1.1  Measurement.  Using  the  fnal  designs  described  in  Section  4,  
we  varied  the  location  of  ad  controls’  entry  points  (ad  menu,  feed  
dashboard,  control:  Facebook’s  original  entry  points)  and  level  of  
actionability  (low  actionability,  high  actionability)  (Table  2),  and  
measured  whether  participants  found  each  ad  setting  related  to  the  

12https://www.prolifc.co/  

https://www.prolific.co/


                  

                       
             

Figure 5: Dashboard at the top of the main feed with low actionability. The dashboard is located at the top of Facebook’s main 
feed and surfaces links to the Ad Settings and Facebook’s general settings page. 

                     
                   

 

Figure 6: Dashboard at the top of the main feed with high actionability. Compared to the feed dashboard with low actionability, 
this design provides direct links to privacy controls that are currently located on Ad Settings and Facebook’s general settings 
page. 
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tasks,  number  of  clicks  during  tasks,  perception  of  Facebook  after  
completing  tasks,  and  perceived  usability  of  and  sentiment  towards  
the  interface  they  tested.  

5.1.2  Hypotheses.  Below,  we  describe  our  hypotheses  and  how  
they  help  us  answer  each  research  question,  along  with  the  mea-
surement  for  testing  the  hypotheses.  In  each  hypothesis,  “control  
condition”  and  “baseline”  refers  to  Facebook’s  original  interface.  

H1:  Our  intervention  will  increase  the  fndability  of  controls  com-
pared  to  the  baseline.  

•  H1.1:  More  participants  given  ad  menu  (Figures  3  and  4)  
or  feed  dashboard  (Figures  5  and  6)  interfaces  will  fnd  the  
privacy  controls  than  participants  in  the  control  condition.  

•  H1.2:  More  participants  given  interfaces  with  high  action-
ability  (Figures  4  and  6)  will  fnd  the  ad  setting  controls  
compared  to  groups  with  low  actionability  controls  (Figures  
1,  3,  and  5).  

These  hypotheses  help  us  answer  RQ1:  How  do  privacy  controls’  
location  of  initial  entry  point  and  level  of  actionability  impact  the  
fndability  of  control?  We  used  log  data  of  participants’  path  history  

and  click  behavior  on  Facebook  to  measure  ad  settings’  fndability  
rates.  

H2:  Our  intervention  will  decrease  the  number  of  clicks  (a  proxy  
for  efort  [28])  required  to  fnd  ad  controls  compared  to  the  baseline.  

•  H2.1:  Participants  given  ad  menu  or  feed  dashboard  inter-
faces  will  fnd  the  settings  with  fewer  clicks  compared  to  the  
control  condition.  

•  H2.2:  Participants  given  interfaces  with  high  actionability  
will  fnd  the  settings  with  fewer  clicks  compared  to  groups  
with  low  actionability  conditions.  

These  hypotheses  help  us  answer  RQ2:  How  do  privacy  controls’  
location  of  initial  entry  point  and  level  of  actionability  afect  the  users’  
efort  when  fnding  ad  settings?  We  hypothesized  H2.1  because  we  
expected  that  treatment  groups  will  more  easily  fnd  the  settings  
and  thus  require  fewer  clicks.  The  reasoning  behind  H2.2  is  that  the  
length  of  the  path  from  the  entry  point  to  the  controls  is  shorter  
for  high  actionability.  We  measured  the  number  of  clicks  using  the  
Chrome  extension.  
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H3:  Our  intervention  will  positively  impact  users’  perception  of  
Facebook  compared  to  the  baseline.  

•  H3.1:  Compared  to  the  control  condition,  groups  given  ad  
menu  or  feed  dashboard  will  be  more  positive  towards  Face-
book.  

•  H3.2:  Groups  with  high  actionability  interfaces  will  have  a  
more  positive  perception  of  Facebook  compared  to  those  in  
low  actionability  conditions.  

These  hypotheses  help  us  answer  RQ3:  How  do  privacy  controls’  
location  of  initial  entry  point  and  level  of  actionability  impact  users’  
perception  of  Facebook?  Our  reasoning  for  the  above  hypotheses  is  
that  more  participants  in  the  treatment  groups  would  fnd  and  learn  
(or  be  reminded)  that  Facebook  provides  them  with  various  ad  set-
tings  compared  to  the  control  condition.  We  measured  participants’  
perception  of  Facebook  via  their  answers  to  survey  questions.  

H4:  Our  intervention  will  positively  impact  users’  perceived  usabil-
ity  of  Facebook’s  existing  ad  settings  compared  to  the  baseline.  

•  H4.1:  Participants  in  the  ad  menu  and  feed  dashboard  condi-
tions  will  rate  Facebook’s  existing  ad  settings  as  more  usable  
than  the  control  condition.  

•  H4.2:  Participants  in  high  actionability  conditions  will  rate  
Facebook’s  existing  ad  settings  as  more  usable  than  low  ac-
tionability  conditions.  

These  hypotheses  help  us  answer  RQ4:  How  do  privacy  controls’  
location  of  initial  entry  point  and  level  of  actionability  impact  users’  
perceived  usability  of  ad  settings  existing  on  Facebook?  The  reason-
ing  behind  the  hypotheses  is  that  treatment  groups’  participants  
may  be  able  to  fnd  and  use  the  settings  more  easily  without  frus-
tration  compared  to  the  control  group,  which  in  turn  could  impact  
their  perceived  usability  of  the  settings.  We  measured  participants’  
perceived  usability  of  ad  settings  via  their  survey  responses.  

H5:  Location  of  entry  points  and  level  of  actionability  will  impact  
users’  perceived  usability  of  newly  introduced  ad  controls.  

•  H5.1:  Participants  will  perceive  the  ad  menu  designs  as  more  
usable  and  desirable  than  the  feed  dashboard.  

•  H5.2:  Participants  will  rate  high  actionability  designs  as  more  
usable  and  desirable  compared  to  low  actionability  interfaces.  

These  hypotheses  help  us  answer  RQ5:  How  do  privacy  controls’  
entry  point  location  and  level  of  actionability  impact  users’  perceived  
usability  of  and  sentiment  towards  newly  introduced  ad  control  in-
terfaces?  The  reasoning  behind  H5.1  is  that  the  feed  dashboard  is  a  
more  intrusive  design  than  the  ad  menu  due  to  its  location  and  size.  
The  reasoning  behind  H5.2  is  that  the  high  actionability  interfaces  
should  provide  more  direct  access  to  the  ad  setting  functionalities  
than  low  actionability.  We  test  these  hypotheses  by  asking  how  
participants  perceived  the  new  controls  via  survey  questions.  

5.2  Chrome  Extension  Development  
To  enable  participants  to  experience  the  treatment  conditions  in  
the  context  of  their  own  Facebook  account,  we  built  a  Chrome  
browser  extension  and  server  backend  that  augmented  the  Facebook  
feed  according  to  a  participant’s  assigned  condition.  We  tried  to  
mimic  Facebook’s  style  as  closely  as  possible.  For  example,  all  of  
the  icons  and  colors  used  corresponded  to  Facebook’s  design.  We  
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also  re-used  Facebook’s  class  names  to  render  most  of  the  HTML  
elements,  especially  to  ensure  they  worked  both  in  “light”  and  
“dark”  mode.13  The  extension  was  designed  to  be  both  MacOS  and  
Windows  compatible,  which  required  supporting  diferent  HTML  
element  class  names  for  some  ad  settings.  The  server  was  built  with  
Django,  Gunicorn,  and  Nginx.  

Once  installed,  the  Chrome  extension  silently  added  the  new  
interface  elements  to  Facebook’s  main  feed  for  treatment  groups,  i.e.,  
the  extension  did  not  explicitly  alert  users  about  interface  changes  
in  any  way.  This  allowed  us  to  measure  how  many  participants  
actually  discovered  and  used  the  controls  without  explicit  nudging.  

At  the  beginning  of  their  study  session,  participants  needed  
to  click  a  “start  session”  button  in  the  extension  (Figure  27),  to  
allow  the  extension  to  start  tracking  where  the  participant  clicked  
within  Facebook  pages,  the  URLs  of  Facebook  pages  they  visited,  
the  titles  of  ad-related  popups  they  saw,  along  with  timestamps.  
The  extension  logged  this  information  using  attributes  (e.g.,  class,  
role,  name)  and  inner  text  of  the  HTML  elements.  

5.2.1  Adapting  to  Facebook’s  interface  changes  and  ensuring  they  
do  not  impact  the  experiment  results.  During  the  entire  project  du-
ration  (i.e.,  from  the  start  of  the  formative  interview  study  until  
the  completion  of  fnal  experiment),  the  frst  author  accessed  Face-
book  daily  using  two  accounts  (each  had  diferent  layouts  due  to  
Facebook’s  A/B  testing)  to  keep  track  of  changes.  We  briefy  note  
that  right  before  launching  the  main  study  (when  the  authors  were  
wrapping  up  the  pilot  studies),  Facebook  made  changes  to  a  few  
HTML  elements’  class  names  that  broke  the  Chrome  extension,  
which  led  us  to  update  the  system.  However,  during  the  fnal  study,  
we  did  not  notice  any  changes  that  could  have  impacted  the  results.  
There  were  also  no  reports  from  participants  about  respective  issues  
during  the  experiment.  

5.3  Ethical  Considerations  
We  built  the  Chrome  extension  to  minimize  personal  data  collec-
tion.  That  is,  compared  to  methods  that  require  participants  to  
video  record  their  screens  (which  would  capture  a  lot  of  reveal-
ing  information,  such  as  photos  of  participants’  friends  or  other  
non-consenting  individuals),  gathering  log  data  of  clicks  and  page  
history  on  Facebook  reduces  the  amount  of  personal  information  
being  collected.  The  IRB  at  the  University  of  Michigan  reviewed  
and  determined  that  the  main  study  is  exempt  from  ongoing  IRB  
oversight,  per  the  federal  exemption  category  of  being  a  benign  
behavioral 14  intervention.   

However,  a  possibility  of  gathering  personally  identifable  in-
formation  remained,  depending  on  where  participants  click.  For  
example,  if  a  participant  clicks  on  their  name  that  serves  as  the  
link  to  their  profle  page,  the  extension  would  save  the  name.  We  
were  transparent  in  the  consent  form  of  what  log  data  would  be  
collected  and  emphasized  that  personal  information  would  be  de-
identifed.  All  data  was  stored  on  our  institution’s  server  which  
only  the  frst  author  (and  the  school’s  ITS  team)  had  access  to.  After  
the  experiment,  the  frst  author  manually  went  through  the  log  

13Explanation  of  dark  mode  on  Facebook:  https://www.facebook.com/help/  
282686829455697  
14https://www.hhs.gov/ohrp/regulations-and-policy/regulations/45-cfr-
46/common-rule-subpart-a-46104/index.html  

https://www.facebook.com/help/282686829455697
https://www.facebook.com/help/282686829455697
https://www.hhs.gov/ohrp/regulations-and-policy/regulations/45-cfr-46/common-rule-subpart-a-46104/index.html
https://www.hhs.gov/ohrp/regulations-and-policy/regulations/45-cfr-46/common-rule-subpart-a-46104/index.html
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data and de-identifed personal information. For instance, if the log 
data included a name, the frst author changed it to ‘[name]’. 

5.4  Recruitment  and  Participants  
To  recruit  participants,  we  frst  posted  a  screening  survey  on  Prolifc.  
In  the  survey,  potential  participants  frst  read  the  consent  form  and  
were  asked  whether  they  consented.  Then,  they  were  asked  about  
their  Facebook,  browser,  and  ad  blocker  usage.  All  potential  partic-
ipants  were  compensated  $1.25  for  completing  the  screeing  survey.  
We  invited  participants  who  (1)  used  Facebook  weekly/daily,  (2)  
used  a  desktop  or  laptop  computer  to  access  Facebook  weekly/daily,  
(3)  are  at  least  18  years  old,  (4)  mostly/always  use  Google  Chrome,  
(5)  do  not  use  ad  blockers  on  Chrome,  and  (6)  have  English  set  as  
their  Facebook’s  language.  We  decided  to  recruit  people  who  use  
desktop  or  laptop  computers  for  accessing  Facebook  daily/weekly  
in  order  to  ensure  that  familiarity  with  the  desktop  version  of  Face-
book  was  not  a  confounding  variable.  We  deliberately  recruited  
participants  who  did  not  use  ad  blockers  because  it  was  important  
that  all  participants  would  see  ads  during  the  study.  Our  early  pilot  
studies  showed  that  sometimes  participants  were  unaware  of  their  
ad  blockers  and  later  got  confused  about  the  instructions  (described  
in  Section  5.5)  because  they  could  not  see  any  ads  on  Facebook.  
We  distinguished  who  had  ad  blockers  installed  on  Chrome  by  in-
cluding  a  question  in  the  screening  survey  that  showed  three  red  
boxes  with  an  ad  about  real  estate  injected  in  the  right  one  (those  
with  ad  blockers  could  not  see  the  ad  in  the  frst  place).  Potential  
participants  were  asked  in  which  box  they  see  an  ad  about  real  
estate.  There  were  four  choices:  left  box,  middle  box,  right  box,  I  am  
not  sure.  We  only  let  those  who  answered  “right  box”  participate  
in  the  main  study.  

Participants  were  randomly  placed  in  an  experimental  condition  
and  a  total  of  110  participants  completed  the  study,  with  an  average  
completion  time  of  41.8  minutes  (������  =  34.8  minutes).  All  
participants  were  compensated  $15  via  Prolifc.  Participants’  age  
ranged  from  19  to  79,  with  a  median  age  of  39  (�  =  107;  three  
participants  preferred  to  not  disclose  their  age).  56.4%  identifed  
as  women,  while  41.8%  identifed  as  men,  and  1.8%  identifed  as  
non-binary.  80.9%  identifed  as  White,  8.2%  identifed  as  Black,  
1.8%  identifed  as  Asian,  and  6.4%  identifed  as  having  mixed  race.  
Regarding  education,  34.5%  of  participants  had  a  4-year  college  
degree,  24.5%  had  some  college  experience  but  no  degree,  13.6%  had  
a  Master’s  degree,  12.7%  had  an  Associates  degree,  10.9%  graduated  
from  high  school,  1.8%  had  a  doctoral  degree,  0.9%  had  less  than  
high  school  degree,  and  0.9%  had  a  professional  degree  (JD,  MD).  
72.7%  reported  being  employed,  8.2%  identifed  as  homemakers,  
4.5%  identifed  as  being  out  of  work  and  looking  for  work,  3.6%  
identifed  as  students,  2.7%  identifed  as  being  retired,  and  0.9%  
reported  being  out  of  work  but  not  looking  for  jobs.  

5.5  Tasks,  Procedures,  and  Relevant  Ad  Settings  
Data  was  collected  for  almost  two  weeks  in  August  2022.  Partic-
ipants  were  guided  through  the  study  via  a  Qualtrics  survey  (in-
cluded  in  this  paper’s  Online  Supplementary  Materials).  First,  par-
ticipants  were  instructed  to  install  the  Chrome  extension.  For  all  
conditions,  participants  were  told  that  the  Chrome  extension  may  

add  new  interfaces  to  Facebook’s  main  feed  for  some  participants,  
but  it  was  not  disclosed  what  those  might  be.  

We  asked  participants  to  complete  tasks  via  instructions  because  
our  early  batch  of  pilot  studies  showed  participants  immediately  
and  quickly  scrolled  down  the  feed  after  logging  in.  This  caused  
many  to  not  notice  ads  (likely  due  to  “banner  blindness”15)  and  
our  designs  without  further  instructions.  Thus,  after  participants  
installed  the  Chrome  extension,  we  frst  asked  them  to  briefy  report  
if  they  noticed  any  change  on  Facebook’s  interface  at  a  frst,  quick  
glance  of  the  main  feed.  Then,  we  asked  participants  to  fnd  two  
ads  on  their  feed  and  (1)  briefy  summarize  their  topics,  and  (2)  
rate  each  ad’s  relevance  to  their  interests,  which  mimics  real-world  
situations  when  users  notice  ads  in  their  feed.  The  tasks  were  
intended  to  carefully  draw  participants’  attention  to  the  location  
where  the  new  interfaces  are,  if  they  were  present  (i.e.,  not  in  
the  control  condition).  Furthermore,  these  tasks  did  not  put  the  
control  condition  participants  to  a  disadvantage,  as  they  were  also  
instructed  in  the  exact  same  way  and  could  glance  at  Facebook’s  
existing  ad  contextual  menu  (Figure  1-b)  or  the  feed’s  menu  bar  
(Figure  1-a).  

Next,  participants  were  asked  to  complete  three  tasks  that  in-
volved  fnding  a  specifc  ad  setting  (Table  3).  Using  Qualtrics,  we  
showed  the  tasks  to  each  participant  in  a  randomized  order.  Below,  
we  describe  each  task,  reasons  for  including  each  relevant  ad  setting  
grounded  in  prior  work  [29,  53,  65],  and  the  path  to  each  setting.  

5.5.1  Task:  Manage  ad  topics.  In  this  task,  we  asked  participants  
to  fnd  a  way  to  see  fewer  ads  about  a  certain  topic.  Using  a  feature  
provided  by  Qualtrics,  the  description  of  the  topic  was  populated  
based  on  the  participant’s  response  to  an  earlier  question.  This  is  
because  we  wanted  to  ensure  the  scenario  mentions  an  ad  that  the  
participant  has  recently  seen  (instead  of  including  an  arbitrary  one  
that  could  be  irrelevant).  We  chose  this  task  because  prior  work  
has  shown  users  express  a  strong  need  for  having  more  control  
over  what  kind  of  ads  they  see  [29].  Furthermore,  ad  topics  are  
deeply  related  to  interpersonal  privacy,  as  ads  can  reveal  a  lot  about  
oneself  to  others  [53].  The  respective  setting  for  this  task  is  the  Ad  
Topics  page,16  which  was  redesigned  by  Facebook  in  early  2022  
(paths  to  it  are  described  in  Table  4).  Once  a  participant  reached  
Ad  Topics,  they  had  to  search  for  the  topic,  choose  one  from  the  
search  results,  and  then  click  “See  Less.”  

5.5.2  Task:  Stop  personalized  ads  based  on  online  activity  on  other  
websites  and  apps.  This  task  asked  participants  to  stop  Facebook  
from  targeting  them  with  personalized  ads  based  on  online  activity  
on  other  websites  and  apps  other  than  Facebook’s  products  (i.e.,  
websites/apps  other  than  Facebook  and  Instagram).  We  chose  this  
task  because  prior  research  has  shown  privacy-concerned  users  
mostly  want  ways  to  prevent  data  sharing  and  tracking  [29].  While  
Facebook  does  not  provide  a  way  to  completely  opt  out  of  tracking,  
this  task  is  the  closest  to  meeting  the  needs,  as  it  prevents  Face-
book  from  using  online  behavior  from  other  apps/websites  to  show  
personalized  ads  [29].  The  privacy  actions  for  this  task  were  either  
going 17  to  Of-Facebook  activity  page   and  clicking  “Disconnect  

15Banner  blindness  refers  to  internet  users  avoiding  paying  attention  to  ad  banner-like  
information  [14].
16https://www.facebook.com/adpreferences/ad_topics  
17https://www.facebook.com/of_facebook_activity  

https://www.facebook.com/adpreferences/ad_topics
https://www.facebook.com/off_facebook_activity


          

Relevant  ad  setting  Scenario  

Imagine  that  as  you’re  scrolling  on  Facebook’s  main  page,  you  wish  to  see  fewer  ads  
about  [topic  of  an  ad  that  the  participant  saw  before  the  task]  Ad  Topics  page  

Imagine  you  went  to  a  few  travel  websites  recently,  and  you  don’t  like  that  the  ads  
you’re  now  seeing  on  Facebook  are  all  related  to  hotel  deals.  Imagine  you  want  to  
stop  Facebook  from  showing  you  advertisements  based  on  the  websites/apps  
you  have  visited.  

Data  about  you  from  Partners  
Of-Facebook  activity  

Imagine  you  recently  read  a  news  article  about  advertisers  being  able  to  upload  
or  use  a  list  of  information  such  as  email  addresses  or  phone  numbers  to  show  you  
(or  exclude  you  from  seeing)  certain  ads  on  Facebook.  Imagine  you  want  to  
review  which  companies  reached  you  on  Facebook  using  such  lists.  

Audience-based  advertising  

                   Table 3: Scenario tasks. The three tasks were shown to each participant in a randomized order using Qualtrics’ functionality. 

    

            
      

           
                

          
           

      
               
            

     
                     
       
            

                 
           

        
    
           

        
           

Relevant ad setting Paths 
Click the profle image located in the main feed’s top menu bar 

> Settings & Privacy > Settings 
Ad Topics page > Ads > Ad Preferences > Ad Topics 

Click the three dots in an ad’s top right corner > Why you’re seeing this ad 
> Shown interest in [topic] > Manage your ad topics 

Click profle image located in the main feed’s top menu bar 
> Settings & privacy > Settings 
> Ads > Ad Preferences > Ad Settings > Data about your activity from partners 

Click the three dots in ads > Why you’re seeing this ad Data about you from Partners > How we use information from partners to show you ads (or Why do I see similar ads on the internet?) 
> Data about your activity from partners 

Click the three dots in ads > Why you’re seeing this ad 
> Make changes to your ad preferences > Ad Settings > Data about your activity from partners 

Click profle image located in the main feed’s top menu bar 
Of-Facebook activity > Settings & privacy > Settings 

> Your Facebook Information 
Click profle image located in the main feed’s top menu bar 

Audience-based advertising > Settings & privacy > Settings 
> Ads > Ad Preferences > Ad Settings > Audience-based advertising 
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Table 4: Paths to ad controls needed to complete the scenario tasks. 

of-Facebook activity,” or fnding the “Data about you from partners 
popup” and clicking the toggle button to opt out. Of-Facebook 
activity is a separate page, while the “Data about your activity from 
partners” popup is located in Ad Settings. Table 4 describes the 
paths to each. 

5.5.3 Task: Find advertisers that used tailored audience list. We also 
asked participants to fnd one advertiser that targeted to them using 
audience lists. We included this task because audience lists are an 
advertising technique that not many people are aware of, and are 
considered very invasive once users learn about them [65]. The 
right setting to fnd was the “Audience-based advertising” popup, 
which shows a list of advertisers that chose to display their ads to 
certain audiences that included the user. Then, the participant had 
to peruse through advertisers to fnd one that has reached them 
by using a tailored list. The link to the popup is located on the Ad 
Settings page. We considered this task as the most difcult because 
it had the fewest entry points compared to the prior two (the path 
to it is described in Table 4). 

5.5.4 Post-task questions. After the three tasks, participants an-
swered fve questions about their perception of Facebook. These 

questions asked how participants felt about the control that Face-
book gives them over their data, how likely they thought it was 
that Facebook would keep its promises about not selling users’ data 
to other companies, how likely they thought it was that Facebook 
would respect their ad-related privacy choices on the platform, and 
how likely they thought it was that Facebook conforms to its pri-
vacy notice. Then, for treatment groups, participants were shown a 
screenshot of the augmented ad control interface (according to their 
condition) and asked whether they noticed or used the interface. 
They then answered questions asking about their sentiment and 
perceived usability of the interface. 

We showed all participants screenshots of Of-Facebook activ-
ity, Data about your activity from partners, Audience-based ad-
vertising, Ad Topics, and Ad Settings page. For each screenshot, 
participants were asked whether they saw this interface during 
the tasks, whether they saw it before the study, and how difcult 
they felt it was to fnd the setting as well as other usability-related 
questions (if they saw it during the tasks). Specifcally, we asked 
a subset of the System Usability Scale (SUS) questions [10], which 
measured participants’ perceived complexity of the interface, ease 
of understanding the interface, and ease of use. We also asked about 
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participants’ sentiment towards the control’s location. Lastly, par-
ticipants answered questions about their demographics and level 
of privacy concern [15]. 

5.6  Analysis  
We  used  our  extension’s  log  data  for  measuring  the  fndability  of  
ad  settings.  We  also  analyzed  participants’  qualitative  descriptions  
about  how  they  attempted  to  complete  each  task  using  open  coding.  
These  were  useful  for  gauging  whether  participants  recognized  
the  right  setting  after  fnding  them.  For  example,  a  user  can  fnd  a  
setting,  but  close  it  and  move  on  to  another  one  due  to  not  under-
standing  its  functionality.  The  frst  author  manually  went  through  
and  read  the  log  traces  of  each  participant  to  get  a  sense  of  the  data,  
and  then  created  a  codebook.  The  codebook  contained  criteria  for  
deciding  whether  the  participant  recognized  what  was  the  right  
ad  setting  for  each  task.  Then,  using  the  codebook,  the  frst  author  
and  second  author  independently  coded  a  random  subset  of  33  
participants’  responses  for  the  three  tasks.  In  order  to  understand  
the  context  of  the  participant’s  description,  both  authors  also  refer-
enced  whether  the  participant  came  across  the  right  setting  during  
the  task  and  made  privacy  choices  on  the  page/popup  based  on  the  
log  data.  The  inter-rater  reliability  (IRR,  Cohen’s  �)  for  each  task  
was:  0.72  (manage  ad  topics),  0.94  (stop  personalized  ads  based  on  
online  activity  on  other  websites/apps),  and  0.81  (fnd  advertisers  
that  used  a  tailored  audience  list).  Then,  the  two  authors  discussed  
the  disagreements,  updated  the  codebook,  and  annotated  the  rest  
(�  =  77).  The  IRR  (�)  for  each  task  in  the  second  round  was:  0.80  
(manage  ad  topics),  0.86  (stop  personalized  ads  based  on  online  
activity  on  other  websites/apps),  0.73  (fnd  advertisers  that  used  tai-
lored  audience  list).  The  two  authors  also  resolved  all  disagreements  
after  the  fnal  round.  

Because  our  data  is  not  normally  distributed,  we  performed  
Align  Rank  Transform  (ART)  [68]  before  running  ANOVAs,  and  
then  performed  post-hoc  pairwise  analysis  using  ART-c  [18]  with  
Holm-Bonferroni  correction.  We  ran  separate  tests  for  entry  points  
and  actionability.  For  example,  ad  menu  with  low  actionability  
and  ad  menu  with  high  actionability  were  grouped  into  ad  menu,  
and  dashboard  with  high  actionability  and  ad  menu  with  high  
actionability  were  grouped  into  high  actionability.  Our  a  priori  
power  analysis  (�=0.05;  1-�=0.8)  showed  that  our  study  required  
110  participants  (22  per  condition)  to  detect  a  medium-sized  efect.  

In  our  analysis,  we  measured  both  fndability  and  discoverabil-
ity  rates  of  ad  settings.  The  discoverability  rate  is  diferent  from  
fndability  in  the  sense  that  it  measures  how  many  participants  
discovered  a  setting  for  the  frst  time,  whereas  the  fndability  rate  
refects  how  many  participants  found  the  setting  at  all,  including  
both  participants  who  had  seen  the  setting  before  and  those  who  
discovered  and  found  it  for  the  frst  time.  To  make  this  distinction,  
participants  were  asked  after  completing  the  tasks  whether  they  
had  seen  each  setting  before  the  study.  

5.7  Limitations  
Our  study  design  has  the  following  limitations.  

5.7.1  Participant  pool.  We  recruited  participants  from  the  United  
States  who  are  fuent  in  English,  limiting  our  study  to  a  specifc  
stakeholder  group  in  the  North  American  context.  Thus,  our  results  

may  not  generalize  to  non-English  speakers  from  other  countries,  
especially  if  Facebook  uses  diferent  interfaces  for  diferent  regions.  

5.7.2  Desktop  version  of  Facebook,  Chrome,  and  No  Ad  Blockers.  
Another  limitation  of  our  study  is  that  participants  used  only  desk-
top  versions  of  Facebook.  As  described  in  Section  5.4,  we  recruited  
participants  who  frequently  use  desktops/laptops  to  access  Face-
book  so  that  unfamiliarity  with  Facebook’s  desktop  version  does  
not  impact  the  experiment  results.  While  this  was  because  of  the  
technical  difculty  of  augmenting  interfaces  on  mobile  apps,  we  
concluded  using  Chrome  extensions  is  reasonable  considering  prior  
work’s  approaches  and  fndings  [9,  37].  Furthermore,  our  designs  
(ad  menu,  feed  dashboard)  could  be  applied  to  mobile  versions  (e.g.,  
the  mobile  Facebook  app  also  has  ad  menus,  and  feed’s  top  is  used  
for  surfacing  information).  However,  future  work  should  examine  
how  the  results  hold  for  mobile  apps,  considering  many  users  access  
Facebook  using  phones.  We  also  required  that  participants  used  
Windows  and  MacOS  desktop  or  laptop  computers  to  complete  their  
tasks.  We  did  this  because  the  class  names  of  Facebook’s  HTML  
elements  are  diferent  across  operating  systems.  Thus,  our  results  
may  not  immediately  generalize  to  the  users  of  Facebook’s  mobile  
version  or  users  of  other  platforms  (e.g.,  ChromeOS,  Ubuntu).  

Next,  since  our  system  only  worked  on  Chrome,  we  recruited  
participants  who  mostly  or  always  use  the  Chrome  browser.  While  
we  believe  it  is  a  reasonable  frst  step  considering  many  internet  
users  use  Chrome,  future  studies  should  consider  how  the  results  
hold  for  those  who  primarily  use  other  browsers.  Also,  as  described  
in  Section  5.4,  we  recruited  participants  who  do  not  have  ad  blockers  
as  all  participants  needed  to  see  ads  to  complete  the  tasks  (our  pilot  
studies  showed  the  need  for  this  requirement).  

5.7.3  How  users  set  up  their  accounts  and  user  interface  elements.  
To  contextualize  our  results,  we  also  note  that  33.6%  of  the  partici-
pants  completed  the  task  while  being  in  “dark”  mode,  and  due  to  
Facebook’s  A/B  testing,  participants  saw  a  slightly  diferent  user  
interface  (UI)  for  a  few  elements.  However,  these  were  minor  dis-
crepancies  unrelated  to  ads  (e.g.,  icons  and  links  at  the  top/left  
of  the  feed,  as  shown  in  Figure  23).  The  overall  layout  and  entry  
points  to  ad  controls,  which  is  the  focus  of  our  study,  were  the  
same  across  layouts  (i.e.,  dropdown  link  in  the  top  menu  bar  and  
contextual  menu  within  ads  as  shown  in  Figures  1  and  23).  Our  
pilot  studies  showed  there  was  not  much  of  a  diference  for  light  
versus  dark  modes,  as  well  as  for  the  UI  diferences.  Furthermore,  
interface  designers  typically  do  not  have  control  over  such  factors  
(e.g.,  which  mode  users  choose  to  have).  To  account  for  this,  we  
randomly  sampled  participants  and  randomly  assigned  them  to  
conditions  to  account  for  any  kinds  of  random  efects.  

5.7.4  Intervention  designs.  We  acknowledge  there  is  a  possibil-
ity  that  the  interventions’  color,  location,  and  options  could  have  
primed  participants.  As  described  in  Section  3.5,  we  chose  the  fnal  
color  to  be  Facebook’s  trademark  blue,  which  is  atypical  consider-
ing  platforms’  existing  ad  control  designs.  We  made  this  decision  
after  participants  in  early  pilot  tests  did  not  notice  the  interventions  
when  they  were  white  or  gray  (i.e.,  it  would  be  infeasible  to  conduct  
the  experiment  if  all  participants  cannot  fnd  the  interventions).  The  
interventions,  especially  the  feed  dashboard,  are  also  located  at  less  
subtle  places  compared  to  the  controls  companies  typically  provide  



          

 
  

  
  

   
 

  
           
           

           
           

     
      

    
    
    
    

condition 
Reported noticing 

and using 
Reported noticing 

but not using 
Reported 

not noticing 
ad menu with low actionability 81.82% (18) 4.55% (1) 13.64% (3) 
ad menu with high actionability 86.36% (19) 0.0% (0) 13.64% (3) 
feed dashboard with low actionability 63.64% (14) 31.82% (7) 4.55% (1) 
feed dashboard with high actionability 95.45% (21) 4.55% (1) 0.0% (0) 

Clicked interface Did not click 
at least once interface at all 
81.82% (18) 18.18% (4) 
86.36% (19) 13.64% (3) 
68.18% (15) 31.82% (7) 
90.91% (20) 9.09% (2) 

                  
                  

          
           

           
            

          
           

            
         

          

        
            

            
  

           
           

           
             

       
           

          

          
           

          
         

            
            

        
         

         

          
           

           
            

             
         

          
         

             
        
          

        
             
           

          
          

           
   

         
          

         
           

           

CHI ’23, April 23–28, 2023, Hamburg, Germany Im et al. 

Table 5: Ratio of participants (total number in parentheses) per condition who self-reported noticing or/and using the augmented 
interfaces, as well as whether they clicked on the interface at least once. Each condition had 22 participants. 

to users. Results may also difer when participants are instructed 
to fnd features that are not directly surfaced in the interface. 

5.7.5 Study context. Our study focused on the particular context of 
Facebook at the time of our study. However, we believe our fndings 
will still have broader relevance because ad contextual menus are 
widely used by social media (e.g., Twitter, Youtube, Reddit) and the 
top of content feeds is a common place for platforms to surface 
something to their users—an approach already used by Facebook 
in the past for their privacy checkup feature (Figure 20). 

6  RESULTS  
In  this  section,  we  report  the  fndings  from  our  main  experiment.  

6.1  Whether  participants  noticed  and/or  clicked  
on  the  newly  augmented  interfaces  

We  frst  briefy  report  how  many  participants  in  each  condition  no-
ticed  and/or  clicked  the  newly  added  interfaces.  The  feed  dashboard  
conditions  had  over  95%  of  participants  self-reporting  noticing  
the  interface.  Among  them,  95.45%  (21/22)  of  the  participants  in  
the  feed  dashboard  with  high  actionability  condition  self-reported  
having  used  the  interface  (although  the  log  data  showed  that  actu-
ally  90.91%  (20/22)  of  participants  clicked  on  the  interface).  63.64%  
(14/22)  of  the  participants  in  the  feed  dashboard  with  low  actionabil-
ity  condition  self-reported  using  the  interface.  Both  ad  menu  with  
high  actionability  and  ad  menu  with  low  actionability  conditions  
had  over  80%  participants  self-reporting  noticing  and  using  it,  with  
the  log  data  confrming  these  numbers.  For  all  newly  augmented  
interfaces,  not  all  participants  clicked  or  used  them.  

At  the  same  time,  we  note  that  the  controls’  locations,  colors,  
and  options  could  have  impacted  the  results,  as  acknowledged  in  
Section  5.7.  For  instance,  all  participants  in  the  feed  dashboard  with  
high  actionability  condition  self-reported  noticing  the  design;  this  
could  be  because  it  is  at  the  feed’s  top  and  is  larger  than  the  feed  
dashboard  with  low  actionability—which  is  due  to  including  more  
direct  options.  

6.2  RQ1:  Findability  and  Discoverability  of  
Facebook’s  Ad  Setting  Functionalities  

We  report  the  fndability  and  discoverability  of  Facebook’s  ad  set-
tings  per  task.  Figures  7,  8,  and  9  show  the  discoverability  and  
fndability  rates  for  each  of  the  three  tasks.  

6.2.1  Setings  findability  per  task.  We  included  all  participants  
for  measuring  fndability  regardless  of  whether  they  self-reported  
having  seen  a  setting  before  (as  described  in  Section  5.6).  Overall,  

controls were signifcantly more fndable in high actionability con-
ditions for all three tasks, while the entry point was only found 
to have a signifcant impact on fndability for the task on fnding 
Audience-based advertising. 

Manage ad topics. For the task on managing ad topics (Figure 
7), our tests did not fnd any statistically signifcant diference in 
terms of fndabilty between the control condition and the ad menu 
or feed dashboard conditions (� (2,105) = 1.22, � = .30, �2 = 0.02).� 
However, signifcantly more participants in the high actionabil-
ity conditions found the Ad Topics than in the low actionability 
conditions (� (1,108) = 4.26, � < .05, �2 = 0.04).� 

Stop personalized ads based on online activity on other websites 
and apps. For the task of stopping personalized ads based on of-
Facebook activity (Figure 8), we did not fnd any statistically sig-
nifcant diference in fndability between the control condition and 
the ad menu or feed dashboard conditions (� (2,105) = 2.15, � = 
.12, �2 = 0.04). However, there was again a statistically signifcant � 
diference between the actionability conditions, with a signifcantly 
higher fndability rate for high actionability over low actionability 
(� (1,105) = 6.13, � < .05, �� 

2 = 0.06). 

Find advertisers that used tailored audience lists. For this task, Fig-
ure 9 shows a signifcant diference between the fndability rates of 
conditions with diferent entry point locations (� (2,105) = 8.24, � < 
.0005, �2 = 0.14). The fndability rate of the feed dashboard condi-� 
tions was signifcantly higher than the control’s (� < .05, � = 0.65). 
The ad menu conditions’ fndability rate was also signifcantly 
higher than the control’s (� < .05, � = 0.60). Furthermore, fndabil-
ity was signifcantly higher for the high actionability conditions 
than for low actionability (� (1,105) = 26.49, � < .0001, �2 = 0.20).� 

One possible explanation why both factors (entry point, action-
ability) impacted fndability for this task is that the Audience-based 
advertising control is hidden more deeply within Facebook’s set-
tings compared to the others, as it is not linked from the contextual 
menu (see sections 5.5.1 and 5.5.2). Furthermore, it could be that 
participants found the setting the most difcult to understand. Prior 
research has shown that internet users are largely unaware of tai-
lored audience lists [65], which may have impacted their ability to 
fnd the setting. 

6.2.2 Setings discoverability per task. The majority of participants 
across conditions self-reported seeing the ad settings for the frst 
time during our study. Looking only at these participants’ discover-
ability rate, we see that results largely mirror the fndability results 
reported above, with the diference that entry point location had a 



                  

            Figure 7: Findability and discoverability rate of the task “manage ad topics.” 

                   Figure 8: Findability and discoverability rate of the task “stop personalized ads based on online activity on other apps/websites.” 

                Figure 9: Findability and discoverability rate of the task “fnd advertisers that used tailored audience lists.” 
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signifcant efect for the ad topics task in addition to the audience 
list task. In short, surfaced entry points to ad settings could have 
been of more help to frst-timers than those who have already seen 
them before. 

Manage ad topics. 90% (99/110) of participants self-reported see-
ing the Ad Topics page for the frst time during the study. For them, 
there is a signifcant diference in discoverability between groups 
with diferent entry points (� (2,94) = 9.87, � < .0005, �2 = 0.17).� 
Post-hoc tests showed that the feed dashboard conditions’ discov-
erability rate was signifcantly higher than the control group’s 
(� < .05, � = 0.78). Higher actionability groups also had a signif-
cantly higher discoverability rate than lower actionability (� (1,94) = 
4.30, � < .05, �2 = 0.04).� 

Stop personalized ads based on online activity on other websites and 
apps. 84.54% (93/110) of the participants indicated they saw “Data 
about your activity from partners” for the frst time in the study, 
while 95.45% (105/110) answered they saw “Of-Facebook activity” 
for the frst time. For these participants, high actionability groups’ 
discoverability rate was signifcantly higher than for lower action-
ability (� (1,86) = 12.36, � < .0001, �2 = 0.13). Diferences between � 

entry points were not signifcant (� (2,86) = 0.99, � = .38, �2 = 0.02).� 

Find advertisers that used tailored audience lists. Lastly, 91.82% 
(101/110) of the participants self-reported they saw “Audience-
based advertising” for the frst time during the study. Signifcantly 
more of these participants in the high actionability groups dis-
covered Audience-based advertising than in the lower actionabil-
ity condition (� (1,96) = 28.30, � < .0001, �2 = 0.23). While the � 
omnibus test indicated a diference across entry point conditions

2(� (2,96) = 6.08, � < .005, �� = 0.11), post-hoc tests were not signif-
cant. 

Summary. For two out of three tasks, the interventions’ entry 
points signifcantly impacted fndability or discoverability, showing 
support for H1.1. Specifcally, both ad menu and feed dashboard 
signifcantly improved Audience-based advertising’s fndability com-
pared to the baseline. In terms of discoverability, feed dashboard 
improved Ad Topics’s discoverability, and while the omnibus test 
indicated a diference across entry point conditions for Audience-
based advertising task as well, post-hoc tests were not signifcant. 
H1.2 was supported across all tasks. 

6.2.3 Recognition of and engagement with OBA controls afer finding 
them. Although not a major focus, using self-report data, we gauged 
how many participants recognized the control was the right one per 
task after fnding them. Perhaps unsurprisingly, not all participants 
recognized the setting they found was the correct one. 

Manage ad topics. Out of 78 participants who found the Ad Topics 
page, 68 (87.18%) of them recognized it as the right setting for the 
task. A few participants noted that they were surprised the search 
query returned so many granular topics (“There were a LOT that 
were art related, I didn’t turn ‘of’ (‘see less’) every single one” ). 

Stop personalized ads based on online activity on other websites 
and apps. Among the 81 participants who found either the Of-
Facebook activity or Data about your activity from partners, 77 
(95.06%) of them recognized either of them as the right setting. 

Im et al. 

Interestingly, among 50 participants who found the Data about 
our partners and clicked on the toggle button to make a privacy 
choice, 5 participants seemingly unintentionally opted in to see 
personalized ads based on online activity on websites/apps other 
than Facebook/Instagram, instead of opting out. For instance, a 
participant wrote “I went to the new add-on interface, clicked on the 
‘Stop using data from partners to personalize ads’ sub-tab, and clicked 
on ‘Not Allowed.’ ” However, ‘Not Allowed’ meant the participant 
had already opted out and thus clicking on it again means they 
would opt in. But the participant thought by clicking ‘Not Allowed’, 
they would opt out (Figure 16). 

Find advertisers that used tailored audience list. Out of 52 par-
ticipants who found Audience-based advertising, 41 (78.84%) rec-
ognized it as the right control for the task. Among the 41, 18 par-
ticipants were able to fnd one advertiser that targeted them via 
tailored advertising lists. We note that for some participants, they 
could have had more difculty in fnding one and eventually gave 
up, as when a user clicks “See all businesses,” the setting shows 
a long list which also includes advertisers who targeted them via 
other ways (Figure 18). For example, a participant wrote “I was very 
surprised by the length of the list, so I worked on several companies 
and I will go back and fnish the list later.” 

These fndings show that the usability issues of Facebook’s in-
terface hindered some participants from making the right privacy 
choice, even if they found the ad setting relevant to the task. 

6.3  RQ2:  Participants’  efort  in  fnding  controls:  
Number  of  clicks  

To  understand  participants’  efort  in  fnding  controls,  we  analyzed  
participants’  number  of  clicks  during  each  task  based  on  the  log  
data.  The  extension  only  logged  clicks  made  on  Facebook  and  not  
other  websites.  Number  of  clicks  is  a  more  reliable  metric  than  
time  as  participants  could  have  multitasked  during  the  tasks  [28].  
For  all  tasks,  participants  in  high  actionability  conditions  required  
signifcantly  fewer  clicks  (see  Figure  10).  

Manage  ad  topics.  Compared  to  participants  in  low  actionability  
groups  (������  =  16),  those  in  high  actionability  groups  (������  =  
11)  needed  signifcantly  fewer  clicks  during  the  task  (� (1,105)  =  
4 2.51, �  <  .05    , ��  =  0.04).  Our  tests  also  showed  a  signifcant  difer-
ence  in  number  of  clicks  across  entry  point  locations  (� (2,105)  =  
3 2  .29, �  <  .05, ��  =  0.06),  but  post-hoc  tests  showed  only  mar-
ginal  diferences  between  feed  dashboard  and  the  control  (�  =  
.07, �  =  0.60),  as  well  as  between  ad  menu  and  feed  dashboard  
(�  =  .098, �  =  0.42).  The  diference  in  clicks  between  ad  menu  and  
control  was  not  signifcant  (�  =  .50).  

Stop  personalized  ads  based  on  online  activity  on  other  websites  
and  apps.  For  this  task,  the  high  actionability  groups  (������  =  9)  
needed  signifcantly  fewer  clicks  than  the  low  actionability  groups  
( 2 ������  =  14.5)  (� (1,105)  =  5.20, �  <  .05, ��  =  0.05).  Our  tests  
showed  there  was  only  a  marginal  diference  in  the  number  of  clicks  
across  conditions  with  diferent  entry  points  (� (2,105)  =  2.53, �  =  
08 2   . , ��  =  0.05).
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Figure 10: Participants’ number of clicks during each task. 

Find advertisers that used tailored audience lists. Similarly, for this 
task, the high actionability groups had signifcantly fewer clicks 
(������ = 12) than the low actionability groups (������ = 18) 
(� (1,105) = 5.26, � < .05, �� 

2 = 0.05). Diferences between entry 

points were not signifcant (� (2,105) = 0.01, � = .98, �2 = 0.0003).� 

Summary. Our test could only fnd marginally signifcant dif-
ferences or could not fnd any signifcant diference in number of 
clicks between the control condition and ad menu/feed dashboard 
for all three tasks. Thus, our test for H2.1 was inconclusive. H2.2 
was supported across all tasks. Overall, the fndings show that 
high level of actionability was efective in reducing users’ efort in 
fnding ad settings. 

6.4  RQ3:  Participants’  perception  of  Facebook  
After  participants  completed  the  three  tasks,  they  were  asked  to  
answer  fve  questions  related  to  their  perception  of  Facebook  (see  
Figure  11).  For  all  questions,  our  tests  could  not  fnd  any  signifcant  
diference  between  the  control  group  and  treatment  groups’  ratings  
(for  both  location  of  entry  point  and  level  of  actionability).  While  
our  tests  showed  a  signifcant  diference  for  the  question  “How  
likely  do  you  think  Facebook  will  respect  your  ad-related  privacy  
choices  made  on  their  platform?”  (� (2,105)  =  4.33 2, �    05    < . , ��  =  
0.08),  post-hoc  tests  showed  that  those  in  dashboard  condition  
(������  =  4)  thought  it  is  more  likely  Facebook  would  respect  
their  choices  compared  to  the  ad  menu  condition  (������  =  3;  �  <  
.05, �  =  0.54).  We  also  found  an  interaction  between  ��������  and  

2�������������  (� (1,105)  =  9.44, �  <  .005,   ��  =  0.08).  The  post-hoc  
tests  showed  that  those  in  dashboard  with  high  actionability  con-
dition  (������  =  4;  �  <  .05, �  =  0.93)  and  dashboard  with  low  
actionability  condition  (������  =  4;  �  <  .05, �  =  1.01)  both  sig-
nifcantly  replied  it  is  more  likely  that  Facebook  would  respect  
their  ad-related  privacy  choices  compared  to  the  ad  menu  with  high  
actionability  condition  (������  =  2).  

We  found  an  interaction  between  ��������  and  �������������  
regarding  participants’  responses  to  the  question  “How  trustworthy  
is  Facebook as 2   a  company?”  (� (2,105)  =  6.17, �  <  .05    , ��  =  0.06).
However,  our  post-hoc  tests  could  not  fnd  pairwise  diferences.  

Summary.  Although  our  tests  found  a  signifcant  diference  be-
tween  ad  menu  and  feed  dashboard  groups’  perception  of  Facebook  
for  one  question,  our  tests  could  not  fnd  any  signifcant  diferences  
when  comparing  treatment  conditions  to  the  control  condition.  
Thus,  our  tests  for  H3.1  and  H3.2  that  the  interventions  would  
be  diferent  from  the  control  were  inconclusive.  Regardless,  it  is  
worth  noting  that  overall  participants’  trust  in  Facebook  was  low  
across  all  groups.  One  speculation  behind  ad  menu  and  feed  dash-
board  groups’  diference  could  be  that  participants  tended  to  more  
positively  perceive  companies  that  transparently  disclose  their  ad-
vertisement  controls  and  practices  via  more  radical  designs  like  feed  
dashboard,  than  the  ad  menu  (which  is  an  adaptation  of  Facebook’s  
existing  ad  contextual  menu).  

6.5  RQ4:  Participants’  perceived  usability  of  
Facebook’s  existing  ad  settings  

For  participants  who  encountered  the  relevant  ad  settings  during  
the  study,  we  also  asked  about  their  perceived  usability  of  each  
setting  using  Likert-scale  questions  (described  in  Section  5.5.4).  
Interestingly,  our  new  entry  points  (ad  menu,  feed  dashboard)  and  
high  actionability  both  positively  impacted  participants’  perceived  
usability  of  existing  Facebook  ad  settings,  although  it  varied  across  
settings  (Figure  12).  Here,  we  report  the  results  that  were  found  as  
statistically  signifcant  by  our  tests.  

Ad  Topics.  Our  tests  found  that  across  groups  with  diferent  
entry  point  locations,  there  was  a  signifcant  diference  in  partici-
pants’  perception  of  Ad  Topics  regarding  the  interface’s  complex-
ity ( 2    � (2,78)  =  5.25, �  <  .01, ��  =  0.12)  and  how  understandable
it  was 2  (   � (2,78)  =  6.03, �  <  .005, ��  =  0.13),  as  well  as  partici-
pants’  sentiment  towards  the  functionality’s  location  (� (2,78)  =  
6 2.55,     � <  .005, ��  =  0.14).  Post-hoc  tests  showed  that  participants  
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Figure 12: Participants’ answers to usability-related Likert-
scale questions for Ad Topics page, Data about your activity 
from partners, Of-Facebook activity page, and Audience-
based advertising. 

Figure 11: Participants’ answers to questions asking about 
their perception of Facebook. 
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in  the  feed  dashboard  condition  who  found  Ad  Topics  (������  =  
4)  signifcantly  liked  its  location  more  compared  to  the  control  
group  (������  =  3;  �  <  .005, �  =  1.03).  Interestingly,  partici-
pants  in  the  feed  dashboard  condition  perceived  Ad  Topics  as  less  
complex  (������  =  1)  compared  to  the  control  group  (������  =  
3;  �  <  .05, �  =  0.82),  and  also  answered  it  was  easier  to  under-
stand  (������  =  2)  compared  to  the  control  group  (������  =  
1;  �  <  .05, �  =  0.86).  One  possible  explanation  for  this  fnding  
could  be  that  the  treatment  groups’  reduced  efort  in  fnding  the  
setting  increased  the  setting’s  perceived  usability,  as  participants  
had  less  frustration  in  fnding  it.  Our  tests  also  found  that  par-
ticipants  in  the  high  actionability  condition  (������  =  4)  liked  
the  Ad  Topic’s  location  compared  to  those  in  low  actionability  
( 2  ������  =  3;  � (2,78)  =  4.29, �  <  .05, ��  =  0.05),  and  also  thought  
the  page  was  easier  to  understand  (������  =  2)  than  the  low  ac-

2tionability  (   =  2;    ������ � (2,78)  =  5.38, �  <  .05, ��  =  0.06).  It  could  
be  that  the  short  explanation  provided  in  the  high  actionability  
interfaces  helped  participants  understand  the  setting  more  easily.  

Data  about  your  activity  from  partners.  For  Data  about  your  activ-
ity  from  partners,  our  tests  found  a  signifcant  diference  in  partici-
pants’  responses  to  “I  found  the  interface  hard  to  understand”  across  
groups  with  diferent  entry  points  (� (2,77)  =  4.37, �  <  .05 2   , ��  =  
0.10).  Post-hoc  test  showed  that  participants  in  the  feed  dashboard  
(������  =  2)  condition  perceived  it  as  less  difcult  to  understand  
compared  to  the  control  group  (������  =  3;  �  <  .05, �  =  0.75).  

Of-Facebook  activity.  Across  groups  with  diferent  locations  of  
controls’  entry  points,  our  tests  found  a  signifcant  diference  in  
participants’  thoughts  on  how  complex  the  Of-Facebook  activity  
page  was  ( 2  � (2,39)  =  5.48, �  <  .01, ��  =  0.22),  how  easy  it  was
to  understand  ( 2� (2,39)  =  5.16, �    <  .05, ��  =  0.21),  and  how  easy  

it  was  to use 2   (� (2,39)  =  4.10, �  <  05    . , ��  =  0.17).  Post-hoc  tests
showed  that  the  feed  dashboard  (������  =  2;  �  <  .01, �  =  1.66)  
and  ad  menu  (������  =  2;  �  <  .01, �  =  1.71)  groups  perceived  the  
page  as  less  complex  than  the  control  group  (������  =  4).  Both  
groups  (ad  menu:  ������  =  2, �  <  .05, �  =  1.51;  feed  dashboard:  
������  =  2, �  <  .05, �  =  1.21)  also  perceived  it  as  less  hard  to  
understand  compared  to  the  control  condition  (������  =  3).  Those  
in  the  ad  menu  groups  also  thought  it  was  easy  to  use  (������  =  
4;  �  <  .05, �  =  1.36)  compared  to  the  control  condition  (������  =  3).  
Our  tests  also  found  that  those  in  high  actionability  conditions  
(������  =  1.5)  perceived  the  page  as  less  complex  than  those  in  low  
actionability  conditions  ( 2������  =  3;  � (2,39)  =  9.02, �  <  005    . , ��  =  
0.19).  High  actionability  groups  (������  =  4)  also  perceived  Of-
Facebook  activity  as  easy  to  use  compared  to  low  actionability  
(������  =  4; 2  � (1,39)  =  5.39, �  <  .05  ,  ��  =  0.12).  One  reason  behind  
such  fndings  could  be  that  the  participants  had  less  frustration  in  
fnding  the  setting  compared  to  the  control  group.  

Audience-based  advertising.  Our  tests  found  that  across  groups  
with  diferent  control  entry  points,  there  was  a  signifcant  difer-
ence  in  how  participants  found  the  Audience-based  advertising  
setting easy to understand ( 2          � (2,58)  =  4.06, �  <  .05, ��  =  0.12).
Post-hoc  tests  showed  that  the  control  group  (������  =  4)  per-
ceived  it  as  more  difcult  to  understand  than  both  the  ad  menu  
(������  =  2;  �  <  .05, �  =  1.18)  and  feed  dashboard  (������  =  
2;  �  <  .05, �  =  1.24)  groups.  Our  test  also  found  that  participants  

in high actionability groups (������ = 2) perceived the setting as 
easier to understand compared to those in low actionability groups 
(������ = 2; � (2,58) = 5.78, � < .05, �� 

2 = 0.09). As mentioned 
above, one possible reason could be that the short description pro-
vided in the interface for high actionability groups helped partici-
pants’ understanding. Lastly, while there was an interaction efect 
between location of entry point and level of actionability regarding 
participants’ sentiment towards the location of Audience-based 
advertising (� (1,58) = 5.55, � < .05, �2 = 0.09), post-hoc tests did � 
not detect signifcant diferences between combinations of diferent 
entry points and level of actionability. 

Summary. H4.1 was supported, as entry points impacted par-
ticipants’ perceived usability and sentiment towards the settings 
interfaces across all tasks (although the questions to which ratings 
showed diference slightly varied). H4.2 was partially supported; 
high actionability interfaces positively impacted participants’ per-
ception of ad setting functionalities compared to low actionability, 
except for Data about your activity from partners for which the test 
could not fnd any signifcant diference. 

6.6  RQ5:  Participants’  sentiment  towards  and  
perceived  usability  of  the  new  ad  controls  

We  were  further  interested  in  understanding  if  there  were  dif-
ferences  in  users’  perceived  usability  of  and  sentiment  towards  
our  new  ad  control  interfaces  (Figures  13  and  14).  When  asked  
about  how  they  felt  about  the  interface  overall  (Figure  13),  partic-
ipants  signifcantly  preferred  the  ad  menu  designs  (������  =  4)  
over  the  feed  dashboard  designs  (������  =  4;  � (1,84)  =  5.10, �  <  
05 2   . , ��  =  0.03),  although  the  median  values  for  both  were  four.  Our
tests  could  not  fnd  signifcant  diference  between  low  actionabil-
ity  (������  =  4)  and  high  actionability  (������  =  5)  conditions  
( 2  � (1,84)  =  0.60, �  =  .44, ��  =  0.01).  Similarly,  regarding  how  par-
ticipants  felt  about  the  options  provided  in  the  interface  (Figure  
13),  our  tests  could  not  fnd  any  signifcant  diference  between  
low  actionability  (������  =  4)  and  high  actionability  (������  =  5)  
conditions  ( 2  � (1,84)  =  2.90, �  =  .09, ��  =  0.03).

Participants  were  also  asked  four  Likert-scale  questions  about  
the  new  interfaces’  usability  and  location  after  completing  the  
tasks  (Figure  14).  Participants  signifcantly  preferred  ad  menu’s  
location  (������  =  5)  compared  to  the  feed  dashboard’s  (������  =  
4; 10 48 005 2  � (1,84)  =  . , �  <  . ,   ��  =  0.10).  Furthermore,  participants
rated  the  ad  menu  as  easier  to  use  (������  =  5)  than  the  feed  
dashboard  (������  =  4;  � (1,84)  =  9.49, �  <  .005 2 ,  ��  =  0.11).

When  asked  about  how  likely  they  would  use  the  new  interface  
if  Facebook  implemented  it  on  its  platform,  overall  participants  
across  all  treatment  groups  answered  that  they  would  likely  use  
it  (Figure  13).  Our  tests  could  not  fnd  any  signifcant  diference  
between  ad  menu  (������  =  5)  and  feed  dashboard  conditions  
( 2������  =  4;  =  2 65    =  11   � (1,84)  . , � . , ��  =  0.03),  nor  between  low  
actionability  (������  =  4)  and  high  actionability  (������  =  5)  
conditions  (� (1,84)  =  2 21 2  . , �  =  .14, ��  =  0.03).

Summary.  H5.1  was  supported,  as  the  results  clearly  show  that  
participants  preferred  ad  menu  over  feed  dashboard.  However,  the  
overall  rating  of  feed  dashboard  was  positive  as  well  (Figures  13  
and  14).  Our  tests  could  not  fnd  any  signifcant  diference  between  
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Figure 13: Participants’ answers to questions asking about 
their sentiment towards the new ad control interfaces. 

high actionability and low actionability. Thus, our test for H5.2 was 
inconclusive. But similarly, participants’ ratings were overall high 
for both types of interfaces (Figures 13 and 14). 

7  DISCUSSION  
In  this  section,  we  discuss  specifc  design  recommendations  for  im-
proving  OBA  controls’  fndability  and  our  fndings’  implications  for  
regulation.  In  particular,  we  emphasize  the  importance  of  integrat-
ing  specifc  user  research  and  design  requirements  into  platform  
regulation,  and  the  role  academics  can  play.  

7.1  Adjusting  Entry  Points  and  Actionability  
Results  in  Findable  and  Usable  OBA  
Controls  

Our  fndings  show  that  the  entry  point  location  signifcantly  im-
pacted  ad  controls’  fndability  or  discoverability  for  two  out  of  
three  tasks.  The  feed  dashboard  design  signifcantly  increased  the  
discoverability  rate  for  the  Ad  Topics  page.  Both  ad  menu  and  
feed  dashboard  designs  helped  participants  fnd  the  audience-based  

Figure 14: Participants’ answers to usability-related Likert-
scale questions for the new ad control interfaces. 

advertising control. In particular, many participants gave high us-
ability ratings for the ad menu designs (Figure 13 and 14). It is worth 
noting that the ad button/menu we designed is far from what plat-
form companies typically provide users. The button is larger, has 
a blue background, and even has an icon, which is quite diferent 
from the three small dots that Facebook provides (Figure 1). Further, 
the newly designed contextual menu includes general ad settings, 
and not just controls for one particular ad. Although our designs 
may be atypical, participants in our study gave them high usability 
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ratings. In short, our fndings show there are benefts to making 
OBA controls more prominent in ads and including more options 
within ad contextual menus. 

While participants preferred the ad menu design over the feed 
dashboard design, the feed dashboard was actually more efective 
in increasing the fndability rate for some tasks. For example, the 
fndability rate of Audience-based advertising increased from 22.7% 
to 63.6% when participants were given the feed dashboard with high 
actionability. However, participants seemed to prefer it less than the 
ad menu, mainly due to it taking up space in the main feed, where 
they are used to seeing posts frst. This suggests that surfacing ad 
settings and possibly other settings in a dashboard embedded in 
the feed is a promising approach, but that the dashboard has to be 
designed carefully to not frustrate the user experience, for example 
by giving users the option to hide the dashboard or by only having 
it appear periodically, for what Im et al. call “periodic checks” [36]. 

Our study’s results also show that actionability is crucial for en-
suring that ad controls are fndable, as high actionability increased 
ad settings’ fndability across all tasks. This is encouraging when 
also considering participants’ high usability ratings for the high 
actionability interfaces (Figure 13). Conventionally, users, and even 
researchers, are used to major tech companies providing many pri-
vacy functions on the general settings page, with vague descriptions 
about what a user can fnd there. From a user experience perspec-
tive, this could seem intuitive, as it is important to not overwhelm 
users with too many functions. However, participants’ response to 
high actionability interfaces were overall positive and our tests did 
not fnd any statistical signifcance between participants’ prefer-
ence between low actionability and high actionability. In short, our 
study’s results show that surfacing more actionable options can 
beneft users without overwhelming them. 

Simultaneously, it should be noted that our interfaces with high 
actionability included options that were related to study tasks, 
which might have contributed to high perceptions of usefulness. 
For future work, researchers and platforms should consider how 
diferent ad setting functionalities should be surfaced in a fndable 
and actionable way for diferent groups of users. Habib et al. [29] 
have identifed four user groups (“The Privacy Concerned,” “The 
Advertising Curators,” “The Advertising Irritated,” “The Advertising 
Disengaged”) when it comes to ad control needs, and have argued 
that a “one-size-fts-all” approach will likely result in not meeting 
some users’ needs. Platforms could potentially design a feature 
that asks users what kind of ad-related needs they have, and then 
populate ad menu and feed dashboard interfaces with the desired 
options in an actionable way. 

Lastly, it is important to acknowledge that even if ad controls 
are fndable and actionable, it is still likely that default values are 
important. For example, Liu et al. [41] showed that 36% of content 
on Facebook (from 200 users) was shared with the default visibility 
settings. Furthermore, because default settings are closely tied to 
the platforms’ business, they may not be what some or many users 
expect [41]. Thus, while it is important for ad controls to be fndable 
and actionable so that users can mark their preferences whenever 
they want to, regulators, researchers, and industry practitioners 
should understand the importance of the controls’ default values. 

7.2  Ad  Controls’  Entry  Points  and  Actionability  
Impact  Users’  Sentiments  towards  Ad  
Settings  

Varying  ad  controls’  entry  points  and  level  of  actionability  also  im-
pacted  users’  perceived  usability  of  and  sentiment  towards  existing  
ad  settings  on  Facebook.  One  possible  interpretation  is  that  how  the  
ad  setting’s  entry  point  is  designed  impacts  how  users  perceive  the  
fnal  destination  of  the  function  because  users  are  less  frustrated  
by  the  search  for  specifc  settings.  In  particular,  fndings  show  it  is  
likely  the  explanations  provided  in  interfaces  with  high  actionabil-
ity  helped  users  better  understand  what  actions  they  can  actually  
take  in  the  setting.  Currently,  the  wordings  that  companies  provide  
in  OBA  settings  are  not  action-oriented.  For  example,  Facebook’s  
links  to  OBA  settings  rarely  start  with  verbs  (e.g.,  “Data  about  your  
activity  from  partners,”  “Audience-based  advertising”).  Formulating  
the  option  explanations  so  that  they  include  what  actions  users  can  
take  (e.g.,  “Decide  if  you  want  to  see  ads  based  on  your  activity  on  
other  businesses’  websites/apps  or  ofine”)  can  help  users  fnd  the  
right  settings  and  also  increase  user  satisfaction.  

On  the  other  hand,  our  tests  did  not  fnd  that  our  interventions  
signifcantly  impacted  participants’  perception  of  Facebook  com-
pared  to  the  baseline.  This  could  be  because  of  users’  fatigue  in  
Facebook’s  history  of  privacy  controversies  [24,  29]  and  the  short  
duration  of  our  experiment.  That  is,  a  short  interaction  with  the  in-
terventions  could  not  have  been  enough  to  impact  users’  perceived  
image  of  Facebook,  but  enough  to  more  positively  evaluate  the  set-
tings,  especially  considering  many  participants  newly  discovered  
them  via  our  interventions  (Figures  7-9).  

Thus,  one  important  future  research  direction  is  to  understand  
the  longitudinal  impact  of  such  changes  in  users’  sentiment  [39].  
While  participants’  sentiment  towards  platforms’  ad  settings  is  rele-
vant  to  user  experience,  it  is  an  open  question  what  that  means  for  
users’  perception  of  companies  in  the  long  run.  As  Hohnhold  et  al.’s  
study  [34]  has  shown,  what  may  immediately  seem  contradictory  
to  a  company’s  business  may  not  be  so  in  the  end,  when  considering  
user  satisfaction  is  pivotal  for  long-term  revenue.  

One  intervention  that  should  be  explored  in  future  longitudinal  
studies  is  strongly  signaling  to  users  why  the  company  is  provid-
ing  fndable  and  actionable  ad  controls  (e.g.,  the  company  aims  
to  rebuild  users’  trust  by  providing  fndable  and  actionable  pri-
vacy  mechanisms,  an  approach  researchers  have  suggested  [29]).  
This  is  diferent  from  our  study  where  we  silently  augmented  our  
new  designs  without  any  explanation  on  what  they  mean  for  users  
and  the  company  (e.g.,  company’s  intention).  If  such  studies  show  
that  fndable  and  actionable  ad  controls  actually  lead  to  a  positive  
change  in  users’  perception  of  companies  or  online  services,  it  
means  companies  do  have  an  incentive  to  design  such  ad  controls.  

7.3  Integrating  Interface  Design  and  Platform  
Regulation  

Our  fndings  also  highlight  that  discovering  ad  privacy  controls  
does  not  necessarily  mean  users  recognize  and  understand  their  
functionality.  Perhaps  unsurprisingly,  a  few  participants  who  came  
across  the  appropriate  setting  for  a  given  task  did  not  recognize  it  
as  such.  For  the  task  that  was  most  difcult  for  participants,  fnding  
advertisers  that  used  tailored  audience  lists,  it  could  be  that  the  
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concept  of  advertising  list  was  hard  to  grasp  because  many  users  
are  not  aware  of  this  practice  [65].  Inspecting  the  log  data  showed  
that  many  participants  who  failed  to  recognize  Audience-based  
advertising  ended  up  going  to  other  settings,  such  as  Data  about  your  
activity  from  partners.  Even  for  those  who  recognized  the  right  ad  
setting,  comparing  the  log  data  and  participants’  survey  responses  
revealed  that  some  participants  ended  up  making  privacy  choices  
inconsistent  with  the  assigned  task.  For  example,  a  few  participants  
who  found  Data  about  your  activity  from  partners  actually  opted  
in  to  see  personalized  ads  based  on  their  online  activity  on  other  
apps  and  websites,  instead  of  opting  out.  One  major  reason  was  
due  to  Facebook’s  confusing  interface,  as  participants  could  not  
understand  whether  they  were  currently  opted  in  or  out.  

Therefore,  it  is  critical  to  take  a  holistic  perspective  in  consid-
ering  both  interface  design  and  regulation  [25].  Many  regulations  
across  countries  say  that  companies  should  provide  OBA  controls  
to  users,  but  they  do  not  concretely  specify  how  they  should  be  
designed.  Our  fndings  indicate  the  need  for  regulators  to  provide  
specifc  and  research-informed  guidance  and  requirements  to  com-
panies  on  how  to  design  OBA  controls.  Regulation  should  also  
require  companies  to  user-test  their  OBA  settings,  just  as  they  in-
tensively  test  features  related  to  their  traditional  business  models.  
Companies  should  also  be  required  to  publicly  release  the  results,  
similar  to  reports  in  other  sectors  (e.g.,  environmental  impact,  prod-
uct  safety),  given  the  impact  of  the  OBA  ecosystem  on  society  
[32,  63].  

Lastly,  just  as  researchers  have  argued  for  the  importance  of  au-
diting  algorithms  on  platforms  [5,  11,  19],  there  is  value  in  auditing  
how  tech  companies  create  and  change  their  ad  control  interfaces.  
Based  on  the  audits,  researchers  can  provide  concrete  design  in-
sights  for  regulation.  We  argue  that  academic  researchers,  as  well  
as  organizations  that  are  independent  from  major  platforms,  can  
play  a  central  role  in  this.  At  the  same  time,  it  is  important  to  ac-
knowledge  that  despite  the  importance  of  studying  and  designing  
ad  control  interfaces,  there  is  also  anecdotal  evidence  that  platforms  
may  not  honor  users’  choices  marked  via  such  controls  [27].  We  
thus  acknowledge  that  it  is  also  critical  for  researchers  and  organi-
zations  to  audit  the  efcacy  of  ad  settings.  In  particular,  longitudinal  
studies  are  needed  [2].  This  is  because  how  the  platforms’  algo-
rithms  surface  ads  in  the  long  run  may  difer  from  what  the  user  
sees  immediately  after  making  changes  in  their  settings  [27].  

8  CONCLUSION  AND  FUTURE  WORK  
While  tech  companies  that  rely  on  ads  for  revenue  argue  users  have  
control  over  their  data  via  ad  privacy  settings,  prior  research  has  
shown  that  they  are  often  difcult  to  fnd.  In  this  work,  we  explored  
how  to  design  fndable  and  actionable  ad  controls  and  studied  their  
impact  on  users’  behavior  and  sentiment.  We  frst  conducted  a  
formative  study  to  iteratively  design  ad  control  interfaces.  Our  de-
signs  varied  in  the  setting  entry  point  (within  ads,  at  the  feed’s  
top)  and  setting’s  level  of  actionability,  where  high  actionability  
directly  surfaced  links  to  specifc  advertisement  settings,  and  low  
actionability  pointed  to  general  settings  pages.  Then,  we  built  a  
Chrome  extension  to  augment  the  designs  on  Facebook  and  con-
ducted  a  between-subjects  online  experiment  with  110  participants.  
Our  fndings  show  that  entry  points  within  ads  or  at  the  feed’s  top,  
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as  well  as  interfaces  with  high  actionability,  increased  ad  settings’  
fndability  and  discoverability.  Controls  with  high  actionability  also  
reduced  users’  efort  to  fnd  ad  settings.  Furthermore,  participants  
gave  high  usability  ratings  to  controls  with  high  actionability,  with  
no  signifcant  diference  from  low  actionability,  which  shows  there  
is  potential  to  design  more  actionable  ad  controls.  We  conclude  
with  specifc  recommendations  for  designing  fndable  ad  privacy  
settings  and  respective  regulation.  In  particular,  we  emphasize  the  
importance  of  regulation  on  platforms  to  provide  research-informed  
requirements  to  companies  on  designing  usable  OBA  controls.  Fu-
ture  work  should  explore  the  possibility  of  measuring  the  long-term  
impact  of  fndable  ad  privacy  control  interfaces  as  well  as  audit  
how  platforms’  ad  setting  interfaces  evolve.  
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Figure 15: Screenshot of Facebook’s Ad Topics page during the experiment. 

Figure 16: Screenshot of Facebook’s Data about your activity from partners during the experiment. There were slight variations 
of the opt-in/out wording due to A/B testing (e.g., “Allowed/Not Allowed”, “Use Data from Partners”), but otherwise the popup 
was largely the same. 
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Figure 17: Screenshot of Facebook’s Of-Facebook activity page during the experiment. 

Figure 18: Screenshot of Facebook’s Audience-based advertising during the experiment. 
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Figure 19: Image of Facebook’s main feed, provided by Meta in July 2020 (source: https://engineering.fb.com/2020/07/30/web/ 
facebook-com-accessibility/). The dropdown icon was later changed around June 2022 to a profle image (example: Figure 23). 
At the top right, there is a dropdown icon which opens a menu that shows options including Settings & privacy. 

Figure 20: Image of Facebook’s Privacy Checkup box appearing in the main feed, provided by Meta in January 2020 (source: 
https://about.fb.com/news/2020/01/data-privacy-day-2020/). 

https://engineerin g.fb.com/2020/07/30/web/facebook-com-accessibility/
https://engineerin g.fb.com/2020/07/30/web/facebook-com-accessibility/
https://about.fb.com/news/2020/01/data-privacy-day-2020/
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Figure 21: Image showing Facebook’s reminder about passwords. It is located between Stories and posts. 

Figure 22: Participants were able to collapse the feed dashboard (via the button at the top right). Uncollapsed versions are shown 
in Figures 5 and 6. 
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(b) 

Figure 23: Two layouts of Facebook’s desktop version that the authors found Meta was A/B testing during the experiment. 
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(c) (d) 

Figure 24: Variations of ad menu. We experimented with numbers and types of buttons. 

(e) 
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Figure 25: Screenshot of an early version of the ad button. 

Figure 26: Screenshot of an early version of the feed dashboard (low actionability). 

Figure 27: Screenshot of Chrome extension’s popup. 
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