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Abstract
Social media platforms pose privacy risks when data is used in
unexpected ways (e.g., for advertising or data sharing with part-
ners). Using a custom browser extension and an online survey with
195 Facebook users, we investigated (1) whether participants’ ex-
pected values of their Facebook privacy settings were (mis)aligned
with their actual settings; (2) demographic differences in privacy
expectation-setting mismatches; and (3) participants’ privacy con-
cerns and trust towards Facebook. Our study presents a current and
comprehensive analysis of Facebook users’ privacy settings.We find
that expectation-setting mismatches are prevalent: all participants
had at least one mismatch; many had multiple, often expecting their
settings to be more restrictive than they were. We also found that
Facebook’s default values are not aligned with people’s expecta-
tions and/or actual settings, which suggests that those defaults are
ineffective. Furthermore, mismatches differed along certain demo-
graphic variables. Participants’ trust in Facebook decreased after
they became aware of mismatches and their actual settings. Our
empirical findings indicate that, despite increased public awareness,
media scrutiny, and regulatory attention regarding privacy issues,
there is still a substantial and concerning disconnect between how
private people perceive their social media data to be and how ex-
posed their data actually is, opening them up to both interpersonal
and institutional privacy risks. We discuss design and public policy
implications of our findings.
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1 Introduction
Social media companies claim to provide users adequate control
over their data and prioritize user safety [112]. However, they have
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also received public scrutiny due to privacy concerns [11, 67, 89].
Facebook, in particular, has received widespread media attention
for its invasive personal data collection and targeted ad practices
[9, 17, 87], especially after the Cambridge Analytica incident [21].
In response to regulatory scrutiny and emerging privacy laws, plat-
forms have expanded their privacy settings. At the same time, the
notice and choice paradigm has been heavily criticized [22, 90]:
Consumers are often unaware of their data exposure and struggle
to anticipate privacy risks and secondary data uses, such as online
behavioral advertising [78, 79, 107]. If platforms’ privacy settings
were effective, users would know about and make use of them,
and their expectations for data use would match the actual privacy
settings in their accounts.

In our study, we investigated the latter, specifically, to what ex-
tent people’s expectations of their privacy settings on Facebook
are (mis)matched with their actual Facebook privacy settings col-
lected from the platform using a browser extension. We focused on
Facebook given that it is still the most popular social media plat-
form [106], its large and diverse user base, prior privacy scandals,
and constantly evolving privacy setting interfaces. Compared to
prior work on people’s Facebook privacy settings [44, 50, 58, 61],
we cover a more comprehensive set of privacy settings, spanning
general visibility, timeline, and ad settings. Furthermore, Facebook’s
user base and privacy settings have evolved significantly since some
of these earlier studies were conducted. There has also been limited
research on how exposure on Facebook (i.e., how open or private
settings are) varies among different demographic groups.

We conducted a mixed-methods study with 195 participants.
Whereas most prior work has relied on survey data alone, we
achieve high ecological validity by developing a browser extension
that—with a participant’s consent—gathered their current values
for 18 Facebook privacy settings (including general visibility set-
tings, timeline settings, and ad settings) and information about
their Facebook ad profiles. We then live embedded a participant’s
retrieved settings into an online survey. For each setting, we asked
participants what they expected it to be, then showed them the
actual setting collected from the platform, and elicited their level of
concern with this setting. Specifically, our study investigated the
following research questions:
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RQ1: Towhat extent are participants’ expected values of their Face-
book privacy settings aligned or misaligned with their actual
settings collected directly from their Facebook accounts?

RQ2: To what extent are there demographic differences in privacy
expectation-setting misalignments?

RQ3: To what extent are participants concerned about privacy
expectation-setting misalignments on Facebook?

Our study makes multiple contributions: (1) We identified sub-
stantial mismatches between participants’ expected values and
actual Facebook privacy settings. Many participants had multiple
mismatches among the settings we analyzed, often expecting their
settings to be more restrictive, revealing widespread misconception
regarding how private or exposed their personal information is on
Facebook. (2) Participants had, on average, 474 ad topics assigned
to them and had been targeted with ads by 441 companies—much
higher than what the majority of participants expected. (3) Our ex-
ploratory analysis indicates demographic differences likely exist in
Facebook users’ expectation-settings mismatches, with participants’
age, race/ethnicity, gender, and political affiliations potentially be-
ing relevant factors. (4) While participants were neutral on average
about their settings, they expressed heightened concern about cer-
tain settings (e.g., being shown ads off Facebook based on Facebook
activity). (5) Participants’ awareness of their actual settings and
mismatches led to decreased trust in Facebook.

Many of our findings reaffirm prior work, revealing a persis-
tent and continued gap between users’ expectations and actual
privacy settings [50, 58, 61], including prevalent and substantial
settings mismatches for post and timeline visibility, demographic
influences on settings behaviors, and users’ unexpected overre-
liance on Facebooks’s privacy defaults. While our findings align
with previous studies, it’s important to recognize that Facebook’s
platform has evolved significantly since these earlier works. Key
changes include Facebook’s 2011 overhaul of privacy settings [74],
the introduction of the Timeline feature [93], the Privacy Checkup
Tool [46], adjustments following the Cambridge Analytica scandal
in 2018 [52], the Off-Facebook Activity tool in 2019 [69], and the
introduction of Facebook’s Privacy Center in 2021 [96]. Our em-
pirical findings demonstrate that a substantial disconnect persists
between how private people perceive their social media data to
be and how exposed their data actually is, which opens them up
to both interpersonal privacy risks (e.g., from other users) and to
institutional privacy risks (e.g., unexpected types of monetization
of their data by the platform). This discrepancy is especially con-
cerning given the increased attention privacy issues have received
in recent years by the media, the public, and policymakers, as well
as platform’s claims to value and protect user privacy. We discuss
our findings’ implications for privacy design and public policy.

2 Related Work
Privacy settings on social networking sites have been widely stud-
ied. Our work measures mismatches between Facebook users’ ex-
pected privacy settings and actual settings, while also exploring
potential demographic differences. Unlike prior survey-based re-
search, we analyzed participants’ privacy expectations alongside
their actual settings, retrieved from their Facebook account with
our custom browser extension. Compared to earlier similar studies,

our work captures Facebook’s increasingly diverse user base and a
larger set of privacy settings.

2.1 Privacy Preferences and Behaviors
Prior work has investigated people’s privacy attitudes, preferences,
concerns, expectations, decisions, and behaviors [20, 86]. U.S. adults
have increased concern over how their personal information is han-
dled, with two-thirds of Americans saying “they understand little
to nothing about what companies are doing with their personal
data” [76]. The relationship between privacy behaviors and one’s
privacy preferences has been studied intensively, yielding the no-
tion of a privacy paradox, which refers to a mismatch between the
two [53]. Prior work has found some evidence of the privacy para-
dox in that people’s privacy intentions do not always align with
their behaviors on social media platforms [45, 50, 58, 61]. However,
the privacy paradox has been contested [2, 33], as other work finds
that this mismatch may be perpetuated by the diversity of scenar-
ios and constructs used across different studies [24, 88, 91]. For
example, some studies measure general attitudes, whereas others
measure specific concerns or intentions [3].

The focus of our study—potential misalignments between Face-
book users’ expected and their actual settings from their accounts—
could be viewed as a comparison of mental states and behaviors.
While prior studies have examined the privacy paradox in the con-
text of Facebook, many have employed qualitative methods [54, 80,
109], e.g., finding that college students adopt various strategies to
address privacy concerns, but those concerns and strategies pri-
marily revolve around social/interpersonal privacy [109] rather
than institutional privacy with respect to a platform’s data prac-
tices. Other studies have quantified risks and consequences of this
behavior-preference gap on Facebook [5, 37, 92]. For instance, in
2005, Gross and Acquisti analyzed over 4k Facebook profiles and
found that the majority shared a large amount of personal infor-
mation, with only 0.06% of all users in their sample at that time
choosing to limit access to their profile to just friends [37]. We take
a novel approach by developing a custom browser extension to
gather participants’ actual privacy settings from their Facebook
account, providing reliable data with high ecological validity, about
both users’ expectations of and their actual privacy settings.

2.2 Privacy and Identity Characteristics
There has been increasing interest in understanding at-risk popula-
tions’ privacy concerns and experiences [67, 83, 104]. Most prior
research on Facebook users’ privacy concerns has been limited to
college students or younger users.

Some prior work has studied differences in privacy concerns
across demographics, primarily across age, gender, and educa-
tion [31, 50, 87, 99], with varying results.

Older adults were found to be more likely to post publicly [31],
have more mismatches between expected and actual privacy set-
tings than any other age group [50], and are less concerned than
younger adults about their privacy on social media [99]. More re-
cent work examining Facebook’s targeted advertising practices
finds that older adults, along with Black and Hispanic participants,
were more likely to be shown problematic Facebook ads, such as
clickbait ads and scams [6]. Race and ethnicity influence privacy and
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ad experiences on Facebook as well [68, 108]. Facebook has been
critiqued for promoting ‘technological redlining,’ by displaying tar-
geted job and housing ads to users of some racial groups while
excluding others [7, 10]. Regarding gender differences, some stud-
ies find that women may be more likely to post non-publicly [31],
express more concern about their privacy on Facebook [87], and
are also more likely to be exposed to sensitive ad categories [17].
Privacy concerns on Facebook also seem to differ based on political,
sexual, and religious affiliation [1, 13, 27, 64].

Thus, prior research indicates that there are differences in privacy
concerns and behaviors among different Facebook users [83, 104],
but studies often looked at specific demographic or identity charac-
teristics in isolation. In our study, we conduct exploratory analysis
on how expectation-setting mismatches might relate to multiple
demographic factors.

2.3 Privacy Settings on Social Media
One way for individuals to address their privacy concerns is to
make use of platforms’ privacy settings. Privacy settings on social
media, including Facebook, comprise interpersonal privacy settings
that allow users to regulate privacy exposure towards other users
(e.g., post or profile visibility) and institutional privacy settings to
configure how data is collected or used by the platform and/or
third parties (e.g., opting out of personalized advertising) [80, 109].
Below, we review past work that has evaluated social platforms’
interpersonal privacy settings and institutional privacy settings.

Interpersonal privacy settings. Social media users often struggle
to balance disclosing personal information with shielding their in-
formation from unwanted access by others [4, 28, 42, 51]. Users
adopt various strategies to protect their personal information from
interpersonal harm, such as declining friend requests from strangers,
deleting old content, and managing audiences [55, 109]. Users con-
figure interpersonal privacy settings according to their individual
priorities. Wisniewski et al. identified six privacy management
strategies: privacy maximizers, selective sharers, privacy balancers,
self-censors, time savers/consumers, and privacy minimalists [105].

Institutional privacy settings. Additionally, many users now also
hold institutional privacy concerns while navigating social plat-
forms. These concerns arise from mistrust in entities rather than in-
dividuals and influence how users share personal information with
corporations, advertisers, and data intermediaries online [76]. Insti-
tutional privacy settings often relate to advertising and specifically
online behavioral advertising (OBA) [30, 39, 40]. Many platforms
rely on OBA for revenue [9, 29, 32], i.e., tracking individuals’ online
and offline activities [62, 101] to target them with ads customized
to their inferred interests [14]. Users tend to be aware of social
platforms’ online advertising, but do not fully understand OBA
practices [34, 39]. A Pew survey found that most Facebook users
did not know ad tracking categories existed and were uncomfort-
able with Facebook creating a list of categories about them [43].
Users are largely unaware of the existence of Facebook’s OBA set-
tings [39, 44], suggesting issues of discoverability. Additionally,
there are usability issues regarding the setting’s location, layout,
and explanations [38, 39]. Recent work has contributed to design
guidelines for more usable OBA settings [86], such as placing ad

settings at the top of one’s feed with links to more granular con-
trols [47]. However, even users who have adjusted OBA settings
report feeling indifferent about their adjustments’ effect—likely
stemming from an overall lack of trust in Facebook’s claims [41].

Misalignments in Facebook privacy settings. A small number of
studies have investigated mismatches between users’ expectations
of and their currently enacted privacy settings [44, 50, 58, 61]. Liu
et al.’s 2011 study with 200 Facebook users found that settings
match users’ expectations only 37% of the time, and when incorrect,
almost always exposed content to more users than expected [58].
Similarly, Madejski et al.’s 2012 study found mismatches between
users’ sharing intentions and reality, with almost every participant
in their study having at least one mismatch [61].

Our study also investigates potential disconnect between users’
privacy concerns and behaviors, building on closely related studies
in several ways. (1) Methodological differences: compared to pre-
vious survey-based studies that relied on participants’ recall to
hypothetical scenarios [50, 61], we collected participants’ actual
privacy settings directly from their Facebook accounts and their
expectations and level of concern for those settings with a custom
browser extension. (2) Different focus for mismatches: for example,
compared to Hsu et al.’s study [44], in which misalignments focused
on a setting’s existence (“On Facebook, do you think a setting or
group of settings exists to...?”), our study investigated misalign-
ments regarding a setting’s collected value, providing new insights
on participants’ true exposure, not just on their (un)awareness
of settings. (3) Broader coverage of settings: Most prior work like
Liu et al. [58] focused on interpersonal privacy settings, while our
study investigates current Facebook settings for both interpersonal
and institutional privacy settings, including some previously not
investigated settings that relate to ad targeting and other OBA
practices. (4) Sample diversity: We recruited a diverse sample of
participants compared to smaller, convenience samples in some
prior work [58, 61]. This allowed us to investigate differences in
expectations and mismatches across demographic factors. (5) Con-
temporary assessment: Most closely related prior studies have been
conducted over a decade ago [45, 58, 61]. Facebook’s privacy set-
tings and public awareness of privacy issues have changed signifi-
cantly since then. Our study provides a contemporary assessment
of expectation-setting mismatches for Facebook’s current privacy
settings and ad profiling practices in light of the increased pub-
lic awareness, media attention, and regulatory scrutiny regarding
privacy issues in recent years.

3 Methods
To answer our research questions, we conducted a mixed-method
study in which participants were first asked to install a browser
extension that collected their Facebook privacy setting values (with
their consent) from their Facebook account, then we live embedded
the retrieved values in an online survey, in which we asked partic-
ipants for their expected values of 18 Facebook privacy settings,
before showing them their actual settings and asking them to rate
their level of concern with these settings.

Our study was approved by our Institutional Review Board (IRB).
We first describe our browser extension and a qualitative pre-study
to evaluate and refine the browser extension and study protocol; we
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then describe the studied privacy settings, our main survey protocol
and how it integrated with the browser extension, data analysis,
and study limitations. All our study materials are available in an
OSF repository.1

3.1 Browser Extension System
To gather participants’ Facebook privacy settings from their Face-
book account, we developed a browser extension for Chrome and
Firefox, and a backend server, using Django, Gunicorn, and Nginx.
The extension initially checks if the user is logged into Facebook
and asks them to log in if not. Once the extension detects the user
is logged in, it displays a button that the user clicks to start data
gathering. The extension gathers only the user’s Facebook privacy
settings, ad settings, and ad profile data; no other data from the
user’s Facebook account is collected. To do so, the extension opens
browser tabs of the respective Facebook settings pages, identifies
setting values using HTML classes and text descriptions, and stores
the user’s setting values. Once all setting values and ad profile data
are collected, the extension opens a final tab with an aggregated
table of the extracted settings. Participants could inspect their data
before clicking a button to submit it to our server.

We tested the browser extension’s reliability internally on a
variety of different Facebook accounts and further confirmed that
it functioned properly as part of our pre-study (see Section 3.2).

Ethical considerations.We developed the browser extension to
only extract specific Facebook settings and ad profile information.
The browser extension extracted no other personal information or
behavioral data. We also let participants inspect their data before
sending it to our server.

3.2 Qualitative Pre-study
Facebook has extensive visibility, privacy, and ad settings [47]. To
strike a balance between comprehensive coverage of Facebook’s
settings and not overwhelming participants, we first conducted
semi-structured interviews with our browser extension, allowing
open exploration of different settings and participants’ respective
expectations. Based on these pre-study findings we selected settings
to investigate in our main study (see Section 3.3) and refined our
survey protocol (see Section 3.4).

Interview protocol. We interviewed 15 adult U.S. Facebook users,
recruited through university research pools, in May to July 2022.
We stratified our pre-study sample based on screening survey re-
sponses in terms of gender and ethnicity. Participants received
$15 compensation. The remote interviews lasted one hour. The
pre-study materials are available in our OSF repository.1

We first asked about participants’ Facebook use, before asking
about their perceptions and trust in Facebook, and perceived pri-
vacy issues. Next, participants ran our browser extension. Once
the extension generated the final tab with all extracted settings, we
asked participants to explore their settings and share their reactions
(think aloud) regarding what, if any, settings or values were sur-
prising to them or did not match their expectations. For inferred ad
topics and companies who had advertised to them (ad companies),
we asked participants to explore the lists and discuss any entries
1OSF repository with all study materials: https://osf.io/bt4cr/?view_only=
2ac6d36899a24de59b99c86bae195e5e

that seemed surprising, invasive, or inaccurate; and those that were
accurate or matched expectations. We concluded by asking about
their overall reactions to their Facebook settings and ad profile.

Pre-study findings. Pre-study findings indicated that asking about
all Facebook privacy and ad settings in our main survey would
overwhelm and fatigue participants. Thus, we used the pre-study
findings to select relevant settings. Our findings showed that the
timeline and advertising settings often caused surprise and setting
values frequently did not match participants’ expectations. In con-
trast, general settings were often set to what was expected and
even when misaligned elicited little concern. Because of this, we
included the timeline and ads settings in the main survey to quan-
titatively investigate potential (mis)alignments (see Section 3.3).
For the general settings, we included those that caused the most
surprise to participants. These were related to people, Pages, or
lists a user follows, friend requests/list, email address, and phone
number (see Table 1).

Furthermore, pre-study interview participants were consistently
concerned or surprised by the often extensive lists of ad topics and
ad companies, as well as many of the specific companies and ad
topics listed. However, the pre-study also made it clear that asking
participants about all their ad topics and companies in a survey
would be infeasible due to the length of these lists. Subsampling also
did not appear promising as there was little variance in pre-study
participants’ reactions across different ad companies and topics
(surprise and concern were generally high). Hence, we focused on
whether their total number of assigned ad topics and ad companies
was lower, higher, or about as they expected.

3.3 Studied Facebook Privacy Settings
As described in Section 3.2, based on the pre-study interviews, we
selected 18 Facebook privacy settings from three settings categories
(general, timeline, ad settings) for our main survey (see Table 1).

Under general settings, we looked at visibility settings for what
or who a user follows, the user’s friends list, and who can look
up a user based on their email address or phone number, as well
as who can send friend requests. All these settings relate to the
general exposure of one’s Facebook account to other people and
entities. For instance, access to friends lists was a key aspect of the
Cambridge Analytica incident [48]. Notably, all of these are set to
public/everyone by default.

Timeline settings focus more specifically on visibility of user
activity. We selected settings for visibility of a user’s future posts,
who can post on the user’s profile, who can see what others post
on a user’s profile, who can see posts a user was tagged in and
whether the user has to review them before tagged posts appear on
the user’s profile, and whether others’ tags on the user’s post have
to be reviewed before they appear. These are primarily settings to
control how others can see and interact with a user’s posts. Wewere
interested to see whether participants’ knowledge of their exposure,
as well as their actual exposure, has improved in comparison to
much older studies on this aspect [37, 58, 61].

General and timeline settings relate to interpersonal privacy,
for which related work suggests that people have a better under-
standing of respective risks and settings [50, 80, 109]. Our study
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Table 1: Overview of the Facebook privacy settings investigated in the main survey.

General Settings Short name Default Description

Who can see the people, Pages, and/or lists you follow? visibility_following Public Visibility of people, pages, and lists a user follows on FB.
Who can send you friend requests? send_friend_request Everyone Others’ ability to connect with a user.
Who can see your friends list? visibility_friends Public Visibility of a user’s list of friends on the platform.
Who can look you up using the email address you provided? visibility_email Everyone Ability to find a user’s profile based on their email address.
Who can look you up using the phone number you provided? visibility_phone Everyone Ability to find a user’s profile based on their phone number.

Timeline Settings

Who can see your future posts? visibility_future_post Friends Visibility of the user’s posts to others.
Who can post on your profile? post_your_profile Friends Others’ ability to make posts on a user’s profile.
Who can see what others post on your profile? visibility_others_post Friends Visibility of posts made by others on a user’s profile.
Who can see posts you’re tagged in on your profile? visibility_tagged_post Fr. of friends Visibility of posts a user is tagged in on their profile.
Review posts you’re tagged in before they appear on your profile? review_tagged_post Off Require a user’s approval before posts they are tagged in appear on a user’s profile.
Review tags people add to your posts before they appear on FB? review_tags_on_post Off Require a user’s approval of others’ tags added to a user’s post.

Ad Settings

Show advertisements based on your job title? ad_job Yes Use of a user’s job information for ad targeting.
Show advertisements based on your employer? ad_employer Yes Use of a user’s employment information for ad targeting.
Show advertisements based on your relationship status? ad_relation Yes Use of a user’s relationship status for ad targeting.
Show advertisements based on your education? ad_education Yes Use of a user’s education information for ad targeting.
Who can see your social interactions alongside ads? ad_social_interactions Friends Visibility of a user’s interactions with Pages and events in ads.
Allow FB to show you personalized ads based on data from their
third-party partners?

ad_partners Yes Use of data about a user provided by third parties for ad targeting.

Allow advertisers to show you ads on other platforms based on
information FB has collected on your interests?

ad_off_fb Yes Use of FB’s data about a user for ad targeting outside of FB.

investigated the extent to which participants’ expectations regard-
ing these settings matched their actual exposure.

There is limited prior work on institutional privacy issues and
settings, e.g., regarding OBA, suggesting indifference or lack of
understanding of such practices by users [41, 43, 78]. An open ques-
tion is whether, when informed about the existence of such settings,
people’s expectations are accurate or misaligned. Thus, we included
multiple potentially sensitive ad settings, specifically, whether a
user’s job, employer, relationship status, and education information
can be used for ad targeting; and who can see a user’s social inter-
actions with ads. We also included settings on ad targeting based
on data about the user provided by external parties to Facebook
and ad targeting on other websites based on a user’s Facebook
data. These settings are relevant as they pertain to data practices
that may be perceived as violations of contextual integrity [70].
Additionally, we asked participants about their perception of the
number of companies that have targeted a participant based on
their Facebook activity or information (ad companies) and the ad
topics assigned to a user by Facebook.

3.4 Main Survey Protocol
The main survey protocol was informed by the pre-study inter-
views (conducted May to July 2022) and further refined through
multiple rounds of informal pilot testing to remove ambiguities
or comprehension issues. The main survey study was then con-
ducted in January and February 2023. The final survey script is
provided in our OSF repository.1 In the survey, participants were
first asked about their trust in Facebook (questions based on [19])
and their level of concern and perceived control regarding privacy
on Facebook (based on [19, 63, 97, 100]). Next, participants were
instructed to install and run our browser extension, which gath-
ered their Facebook privacy settings and ad profile data from their
Facebook account (see Section 3.1). Then, for each setting in Ta-
ble 1, participants were shown the setting as a question (e.g., “Who
can see your future posts?”) with the possible setting values as
response options. We further included an “I don’t know” option

to let participants express uncertainty about their current setting
rather than forcing them to guess. After selecting a response option,
participants were then shown their response (expected setting) and
their actual setting collected from their Facebook account together
(e.g., participant chose “friends,” actual setting is “public”) and asked
to rate their level of concern regarding their actual setting value
on a 5-point scale (“not at all concerned” to “strongly concerned”).
Throughout, we emphasized that these questions were not to test
their knowledge, that responses would not affect compensation,
and that participants should answer based on what they think their
current setting is without looking it up. We also inserted two atten-
tion checks to confirm whether participants were paying attention
to instructions and their actual settings shown.

For companies that had advertised to them (ad companies) and ad
topics, we showed participants the total number for each and asked
them to rate how the number compared to their expectations on a
5-point scale (“significantly lower than I expected” to “significantly
higher than I expected”). At the end, participants were asked the
same questions about trust, privacy concern, and perceived control
regarding Facebook as at the beginning. This was done to assess
whether interacting with the privacy settings data collected from
their actual accounts had impacted their perceptions of Facebook.

3.5 Recruitment and Participants
We recruited U.S. participants through Prolific, which has shown to
be reliable for studying privacy experiences [75, 81, 94]. Participants
first completed a screening survey (same as the one used in the
pre-study, see OSF repository1), for which they were compensated
$1.50. The screening survey asked about participants’ demograph-
ics, general technology use, and Facebook use. We collected a range
of demographic variables to be able to explore potential correla-
tions between these variables and participants’ privacy settings and
expectations. For sensitive demographic questions, such as those
related to income and sexuality, we provided a ‘prefer not to say’
option to respect participants’ privacy.
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To qualify, participants needed to be at least 18 years old and
physically located in the United States. They were required to have
an active Facebook account set up in their name, used for at least
a week, and to use Facebook at least once a week. Those without
an active Facebook account or who used Facebook rarely or never
were excluded. Additionally, participants had to be able to use the
Google Chrome or Mozilla Firefox web browser on a desktop or
laptop computer and log in to their Facebook account through
these browsers. Participants who could not meet these criteria were
excluded. Based on screening survey responses, we invited 400
participants to complete our main survey, with $13.50 as compensa-
tion. 201 participants completed the main survey. After removing
those who failed attention checks, our sample had 195 participants.
Average completion time was 24.14 min. (median: 21.22 min.).

Table 2 shows our sample’s demographics. Our sample was gen-
der balanced with slightly more women (53%). The average age was
37.43 years (Median=34, range=18–75); for our analysis we grouped
participants into generations (22% Gen Z, 47% Millenials, 22% Gen
X, 8% Baby Boomer / Silent Generation), following generational
boundaries suggested by Pew Research Center [25]. Our sample
was ethnically diverse: 39% identified as Caucasian, 19% as Asian
(including South Asian), 11% as Black or African American, and
11% as Hispanic, Latine, or Spanish origin. Mixed-race participants,
e.g., those identifying with two or more races, constituted 18% of
the sample. Regarding education, 41% had a Bachelor’s degree, 32%
had attended some college (without degree) or held an Associate’s
degree, 14% had a postgraduate degree, and 12% had a high school
diploma or equivalent (12%).

We also asked about political affiliation (57% Democrat, 11%
Republican, 28% Independent) and religion (majority identified as
non-religious/non-believers (43%) or Christian (38%); remaining
participants identified as Buddhist (3%), Jewish (3%), Muslim (3%),
or Hindu (2%), which we grouped for statistical analysis as Non-
Christian Religions).2

In terms of Facebook usage, most participants (89%) had their
account for over five years; 9% had an account for less than five
years. Most reported using Facebook daily (48%) or multiple times
per week (36%), suggesting a high level of regular interaction with
Facebook. Most (54%) reported rarely posting (28% few times per
month, 12% multiple times per week; 6% daily).

Some demographic variables collected, such as income and sexual
orientation, were ultimately not included in our statistical analysis
due to insufficient responses for these categories, limiting our ability
to draw meaningful conclusions for them.

3.6 Data Analysis
For RQ1 (mismatches between expected and actual settings), we
report descriptive statistics and present comparisons between ex-
pected and actual settings using bubble charts.

For RQ2 (demographic differences), we conducted a series of
regression analysis to explore potential relationships between de-
mographic factors, Facebook usage patterns, andmismatched expec-
tations across various privacy settings. Specifically, we ran logistic

2Note that grouping non-Christian religions was done to enable statistical analysis
without having to exclude those participants due to small sample sizes for these
religious groups. We do not mean to suggest that these religions are the same/similar
or that their adherents share the same experiences.

Table 2: Demographics of participant sample (n=195).

Category Total

Age
Gen Z (18–26) 22%
Millenials (27–42) 47%
Gen X (43–58) 22%
Baby Boomer / Silent Generation (59+) 8%
Not Specified 1%

Gender
Man 46%
Woman 53%
Non-binary 0.5%
Prefer not to answer 0.5%

Race
Caucasian 39%
Asian (incl. South Asian) 19%
Mixed Race 18%
Black or African American 11%
Hispanic, Latine, or Spanish origin 11%
Prefer not to answer 2%

Education
High School or equivalent or less 13%
Some College or Associate’s degree 32%
Bachelor’s degree 41%
Postgraduate degree 14%

Political Affiliation
Democrat 57%
Republican 11%
Independent 28%
Other 3%
Prefer not to answer 2%

Religion
Christian (includes Protestant, Catholic, etc.) 38%
No religion, not a believer (includes atheist, agnostic) 43%
Non-Christian Religions (Buddhist, Hindu, Jewish, Muslim, other) 15%
Prefer not to answer 4%

regression models for each of the 18 expectation-setting misalign-
ments identified in Section 3.3 (See Table 1).

Our analyses incorporated data from 178 participants, selected
from an initial pool of 195, after excluding responses with missing
values to ensure the integrity of our regression models. We em-
ployed listwise deletion, based on the assumption that missingness
occurs completely at random (MCAR) to preserve robustness [57].
Categorical independent variables were coded as dummy variables,
with the most prevalent category as the reference (e.g., for age,
Millennials (27-42 years old) was our reference category). For the
number of ad topics and ad companies, we ran linear regressions
with the same independent variables.

For RQ3 (participants’ concerns about expectation-setting mis-
alignments), we report descriptive statistics on participants’ levels
of concern for individual settings. We used Wilcoxon Signed-Rank
tests to evaluate differences among participants with matched and
mismatched expectations, as well as changes in trust and privacy
concerns at the beginning and end of the study.

3.7 Limitations
Our study design has some limitations. There may be self-selection
bias, however, our recruitmentmessagewas vague about the study’s
focus (“Experiences and Attitudes Towards the Facebook Platform”)
and did not mention privacy. Our study also required installing a
browser extension, which may have affected who chose to partic-
ipate, as installing unknown software may be perceived as risky.
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We went through extensive pilot testing to reduce participant con-
cerns and provide transparency about the extension. We asked
about settings in the same order for all participants, but did not
observe ordering effects in the data. We investigated 18 Facebook
settings, which is more than prior studies, but still less than all
privacy-related Facebook settings. Expectation (mis)matches may
look different for other Facebook settings. Through our pre-study
interviews we identified settings of interest, these settings could
possibly exhibit more mismatches, yet they are also settings with
high consequence for people’s privacy and therefore relevant. In
contrast to most prior work, we gathered participants’ actual Face-
book settings from their Facebook accounts through our custom
browser extension, however, we have no data on whether partici-
pants have previously interacted with or changed a specific setting.
Asking participants to recollect whether they had changed a spe-
cific setting seemed too unreliable given recall bias and Facebook’s
changing settings interfaces. Similarly, we do not know if a partici-
pant’s setting value may reflect Facebook’s default value for a given
setting at the time the participant created their account, as Facebook
has repeatedly changed the defaults for privacy settings. Neverthe-
less, our study provides comprehensive and contemporary insights
on the extent to which participants’ current expectations of their
Facebook privacy settings match their actual settings and how that
relates to the default values at the time of the study. Future work
could consider conducting longitudinal studies to investigate how
individuals interact with and change their Facebook settings over
time. Our sample consisted only of U.S. Facebook users—results
in other regions and for other social media platforms may differ.
However, in 2024, Facebook is still the most popular social media
platform in the U.S. [106]. While we attempted to recruit a diverse
sample, compared to Pew’s data on the characteristics of Facebook
users [77], our sample was more educated, likely due to Prolific’s
participant pool [95].

Our sample size had to strike a balance between overall cost ($15
per participant) and test sensitivity (specifically for RQ2). Thus, our
sample size is sufficient to detect medium effects in linear regres-
sions, but may be underpowered to detect medium effects in logistic
regressions. We still see value in reporting our logistic regression re-
sults for RQ2 as they indicate interesting/concerning demographic
differences, but we consider them exploratory. Further research is
needed to confirm the identified demographic differences.

4 Results
Next, we present our findings organized by research questions.

4.1 Expectation-Setting Mismatches (RQ1)
We examined participants’ expected settings versus their actual set-
tings across Facebook settings in three categories:General, Timeline,
and Ad settings (see Table 1 for all settings). Note that we classified
“I don’t know” responses as mismatches because they indicate a
lack of awareness or understanding of the actual privacy settings in
use. We consider this lack of awareness in itself a privacy concern,
as it suggests users may be unknowingly exposed to privacy risks.

4.1.1 Frequency of mismatches. Across the 18 settings we analyzed,
all participants had at least one mismatch (100%). Participants had
up to 11 mismatches, and 5.74 mismatches on average (SD=2.3,

Figure 1: Expectation-setting mismatch ratio per analyzed
setting, grouped by settings category.

median: 6); 13% (25) had nine or more mismatches, meaning that
their expectation of current settings was inaccurate (i.e., either
more or less private than expected) for at least half of the settings
we analyzed.

The most mismatches occurred in the Timeline settings category:
61% of participants had a mismatch for at least one out of the six
Timeline settings (median: 2; max: 5). 45% had at least one mismatch
out of the six General settings (median: 2; max: 5). For Ad settings,
39% of participants had mismatches (median: 1; max 4).

Figure 1 shows the match-mismatch ratio per setting.3 “Who
can send you friend requests” (send_friend_request) stands out with
an 80% match rate. For all other settings, the mismatch rate was
30–57%, indicating substantial discrepancies between expectations
and the actual settings collected from participants’ accounts.

4.1.2 Direction of mismatches. Consistent with Liu et al.’s find-
ings [58], our participants often assumed their settings to bemore re-
strictive than they were. For instance, for visibility_email and phone,
participants often assumed “only me” when the actual settings al-
lowed ‘Friends’ or even ‘Everyone’ to look them up. The same
applied to most timeline settings, such as visibility_tagged_post, for
which participants generally expected visibility to be restricted to
‘Friends,’ but for 43 (22%) participants it was actually set to ‘Friends
of Friends.’

As a result, we can see that Facebook’s default settings often
do not align with user expectations or the actual settings collected
from their accounts. For example, the default at the time of our
study for visibility_email and visibility_phone setting was ‘Every-
one,’ whereas participants frequently expected these settings to
be ‘only me.’ This discrepancy suggests that Facebook’s default
settings are generally more open than what users expect or prefer,
leading to potential privacy concerns.
3For some settings, we were unable to retrieve values for a small number of participants
due to Facebook’s A/B testing, where those participants had a different version of
Facebook’s settings where these specific settings no longer existed. The affected
settings were visibility_friends, ad_social_interactions, ad_partners, and ads_off_fb.
After excluding these participants, the total number of participants for each respective
setting was 138 for visibility_Friends, 189 for ad_interactions, 158 for ad_partners, and
97 for ads_off_Facebook.
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Figure 2: Mappings and frequency of participants’ expected and actual settings across General Settings, Timeline Settings, and
Ad Settings (blue: expectation-setting match; light blue: default value; red: mismatch; orange: ‘I don’t know’ responses).

For ad settings—whichwere not covered by Liu et al.’s study [58]—
we observed a similar trend, as participants frequently underesti-
mated the extent to which their personal attributes are used for

ad targeting. For example, 47 (24%) participants erroneously be-
lieved their relationship status was not used for ad targeting. Simi-
larly, 30 (15%) participants mistakenly believed that ads would not
be targeted based on data about them from Facebook’s partners
(ad_partners). Here again, Facebook’s default settings at the time of
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Figure 3: Number of ad companies per participant that had
targeted them on Facebook (top) and the number of ad topics
per participant (bottom).

Figure 4: Participants’ perception of their number of ad com-
panies (top) and ad topics (top).

our study were more permissive than many participants expected,
highlighting a need for greater transparency and user awareness
regarding ad targeting practices.

Expectation-setting mismatches can exist in both directions. For
example, for visibility_following, most participants expected it to
be ‘Friends,’ but for many, the acual setting was either the more
restrictive ‘Only me’ (38, 20%) or the more liberal ‘Public’ (30, 15%).
According to Altman’s boundary regulation theory both phenom-
ena constitute privacy issues: undesired exposure or social isola-
tion [8, 72].

4.1.3 Ad companies and ad topics. We find a high variance in the
number of ad companies that have targeted participants and ad
topics assigned to participants (see Figure 3). The number of ad
companies on Facebook that had included participants in their
audience ranged from 0 to 4,377 companies (mean: 441; median:
330). Most (68%) participants rated their number of ad companies to
be “higher” or “significantly higher” than expected (see Figure 4).

Similarly, the number of ad topics Facebook had inferred per
participant ranged from 0 to 2,565 (mean: 473.7; median: 330). Most
(63%) indicated this to be “higher” or “significantly higher” than
expected. These results suggest that participants were largely un-
aware of the breadth of ad-related inferences Facebook made about
them and how many advertisers have targeted them.

Summary. Our findings show that the alignment between partic-
ipants’ expected and actual collected Facebook settings is generally
poor. Many participants believed their settings were more restric-
tive than they were, revealing a widespread misconception among
Facebook users regarding how private their personal information
is on Facebook. For ad settings, participants often underestimated
how their information is utilized.

4.2 Demographic Differences (RQ2)
As described in Section 3.6, we ran a regression model for each
of the 18 privacy settings and for the number of ad topics and
ad companies to examine whether and how demographic factors
and Facebook usage might explain variances in expectation-setting
misalignments. We employed logistic regression models for binary
outcomes related to expectation-setting mismatches, and linear
regression models for the number of ad topics and ad companies
associated with user profiles.

In the following, we summarize significant findings across those
regressionmodels for specific demographic variables tomore clearly
surface potential demographic effects, e.g., we discuss all significant
findings for “age” together instead of going setting by setting.

Age: Older participants had more mismatches. Treating age gen-
erations as a categorical variable, we observed significant age dif-
ferences for one general setting, two timeline settings, and most ad
settings (See Table 1).

Gen X participants were more likely to have mismatched expec-
tations for ad targeting based on job title (ad_job: 𝑂𝑅Gen X

Mill =2.54,
𝑝=.04), employer (ad_employer : 𝑂𝑅Gen X

Mill =2.87, 𝑝=.021), and third-
party data (ad_partners: 𝑂𝑅Gen X

Mill =3.42, 𝑝=.04).
Gen X participants also had less exposure to ads, as they had

much fewer ad companies (ad_companies: 𝛽Gen X
Mill =−413.19, 𝑝=.003)

and ad topics (ad_topics: 𝛽Gen X
Mill =−217.376, 𝑝=.02). Gen X partic-

ipants were also more likely to have mismatched expectations
toward ads being shown off-Facebook(ads_off_fb: 𝑂𝑅Gen X

Mill =5.66,
𝑝=.04) and the audience of the posts they are tagged in (visibil-
ity_tagged_post: 𝑂𝑅Gen X

Mill =2.74, 𝑝=.04).
Baby boomers were also more likely to have mismatched ex-

pectations for the same two settings (ads_off_fb: 𝑂𝑅Boomers
Mill =15.06,

𝑝=.01; visibility_tagged_post: 𝑂𝑅Boomers
Mill =4.82, 𝑝=.03). Gen Z partic-

ipants were less likely to have mismatched expectations for the
visibility of people/pages/lists they follow than Gen Y participants
( visibility_following (𝑂𝑅𝐺𝑒𝑛𝑍

𝑀𝑖𝑙𝑙
=0.34, 𝑝=.03). However, Gen Z par-

ticipants were more susceptible to mismatched expectations for
tag-related settings (visibility_tagged_post: (𝑂𝑅𝐺𝑒𝑛𝑍

𝑀𝑖𝑙𝑙
=6.27, 𝑝=.001);

review_tags_in_your_post: 𝑂𝑅𝐺𝑒𝑛𝑍
𝑀𝑖𝑙𝑙

=2.90, 𝑝=.04).

Ethnicity: Asian, Mixed-Race, and Hispanic participants had more
mismatches. With ethnicity as a categorical variable, we observed
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significant differences for one general setting, two timeline settings,
and three ad settings.

Hispanic participants were more likely to have a mismatch for
the use of relationship status in ad targeting (ad_relation: 𝑂𝑅Hisp.

Cauc.=

3.77, 𝑝=.032) and for ad_social_interactions (𝑂𝑅Hisp.
Cauc.=0.23, 𝑝=.04).

Participants in the Mixed Race group were more likely to have a
mismatch regarding visibility_tagged_post (𝑂𝑅Mixed

Cauc. =3.66, 𝑝=.03).
Mixed Race and Asian participants were also more likely to have
mismatches for ads_off_fb ( 𝑂𝑅Mixed

Cauc. =9.73, 𝑝=.01; 𝑂𝑅
Asian
Cauc.=8.18,

𝑝=.04).
Furthermore, Asian participants were more likely to experi-

ence mismatches regarding who can see their future posts (visibil-
ity_future_ post: 𝑂𝑅Asian

Cauc.=3.64, 𝑝=.01) and for visibility_following
(𝑂𝑅Asian

Cauc.=3.88, 𝑝=.01).

Political affiliation: Republicans had more mismatches. Treating
political affiliation as a categorical variable, our results suggest that
political affiliation could explain variances in mismatches across
multiple timeline and ad settings, as well as the number of ad topics
represented.

Republicans were more likely to have mismatches for visibil-
ity_future_post (𝑂𝑅Rep

Dem=7.68, 𝑝<.001), review_tagged_post (𝑂𝑅
Rep
Dem=

4.55, 𝑝=.01), ad_relation (𝑂𝑅Rep
Dem=3.91, 𝑝=.02), and ad_education

(𝑂𝑅Rep
Dem=4.53, 𝑝=.01). Independents had a higher number of ad com-

panies (𝛽 IndDem=398.23, 𝑝<.01) and were more likely to have mis-
matches for post_your_profile (𝑂𝑅Ind

Dem=2.62, 𝑝=.02). However, they
were less likely to havemismatches for visibility_email (𝑂𝑅Ind

Dem=0.42,
𝑝=.02).

Gender: Men had more mismatches and fewer ad topics. Treating
gender as a binary variable,4 we find significant differences for
two timeline settings and the number of ad topics. Men are signif-
icantly more likely to have mismatches forvisibility_tagged_post
(𝑂𝑅𝑚𝑒𝑛

𝑤𝑜𝑚𝑒𝑛=6.04, 𝑝<.01) and visibility_others_post (𝑂𝑅𝑚𝑒𝑛
𝑤𝑜𝑚𝑒𝑛=2.59,

𝑝<.01). However, men are likely to have fewer ad_topics (𝛽𝑚𝑒𝑛
𝑤𝑜𝑚𝑒𝑛=

−166.79, 𝑝=.02).

Education: Limited impact on mismatches. With education as
a categorical variable, we observed no significant differences for
most settings. Compared to participants with a Bachelor’s, those
with some college or an Associate’s degree are more likely to
have mismatches for ads based on third-party data (ad_partners:
𝑂𝑅𝐴𝑠𝑠𝑜.

𝐵𝑎𝑐ℎ.
=3.64, 𝑝=.02). Participants with a postgraduate degree had

been targeted by more ad_companies (𝛽𝑃𝑜𝑠𝑡𝐺𝑟𝑎𝑑
𝐵𝑎𝑐ℎ.

=678.38, 𝑝<.01).

Religion: Not predictive of mismatches. Treating religion as a
categorical variable, we did not find religion to be a significant
predictor of any setting mismatches in our sample. However, these
non-significant results should be interpreted with caution, as they
may be influenced by our grouping of Non-Christian religions
due to sample size limitations. This grouping could potentially
obscure the distinct privacy concerns and behaviors associated
with different religious affiliations.

4We received one non-binary response in our dataset, lacking statistical power to draw
meaningful conclusions about non-binary Facebook users, we had to exclude them
from the regression analysis.

Figure 5: Participants’ level of concern (not at all concerned
to strongly concerned) regarding their actual setting value for
each of the 18 analyzed Facebook privacy settings.

Facebook usage: Mismatches linked to post frequency. We treated
Facebook post frequency, account age, and usage frequency as
categorical variables in our regression analysis.

Participants who post more frequently are more likely to experi-
ence mismatches in their expectations across a variety of settings.
Those who post daily are more likely to have mismatches for vis-
ibility_following (𝑂𝑅Everyday

Rarely =6.52, 𝑝=.04) and for ad_relationship

(𝑂𝑅Everyday
Rarely =14.17, 𝑝=.02). Those who post a few times a month

experience more mismatches for visibility_phone (𝑂𝑅Few times/month
Rarely

=0.36, 𝑝=.01) and for visibility_future_post (𝑂𝑅Few times/month
Rarely =3.39,

𝑝=.03). Interestingly, those who have never posted on Facebook,
when contrasted against those who post rarely, are targeted by a
larger number of ad_companies (𝛽NeverRarely=1203.509, 𝑝<.01).

For account age, we find significant differences only for two set-
tings: Those who had their account for less than five years had more
mismatches for visibility_others_post (𝑂𝑅Less than five years

Over 5 years =0.22,

𝑝=.02) and for ad_education (𝑂𝑅Less than five years
Over 5 years =3.93, 𝑝=.03).

For account usage frequency, we only find significant differences
for number of ad topics. Those who use Facebook a few times a
month have significantly fewer ad_topics (𝛽Few Times/month

Daily =−469.71,
𝑝<.001). Those who use Facebook multiple times per week have
fewer ad_topics (𝛽Few times a week

Everyday =−351.97, 𝑝<.001).

Summary. Our exploratory analysis indicates that demographic
differences likely exist in Facebook users’ expectation-settings mis-
matches, with participants’ age, race, gender, and political affil-
iations potentially being relevant factors that should be investi-
gated further. Education and religion appear to have limited impact
on mismatches. Additionally, our results indicate that posting fre-
quency is likely correlated with mismatches for some settings.
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Figure 6: Trust in Facebook pre and post study.

4.3 Participant Concerns and Trust (RQ3)
We discuss participants’ concerns with their actual Facebook set-
tings and effects on reported trust in Facebook.

4.3.1 Elevated concerns towardmismatched settings. Figure 5 shows
participants’ concern ratings for each setting. The mean level of
concern across settings was 2.35 (SD=1.26, median: 2), indicating
that participants were generally neutral to not concerned about
the value of their settings. Comparing matched and mismatched
expectations, we see a subtle but not significant shift in concern.
For mismatches the mean concern was slightly higher (mean: 2.37,
SD=1.25, median: 2); for matches marginally lower (2.34, SD=1.27,
median: 2).

Looking at individual settings, we find that ads_off_fb evoked
the highest overall level of concern (𝑀=2.94). In contrast, for visibil-
ity_following overall concern was the lowest (𝑀=1.88), suggesting
users are generally less concerned about the visibility of their social
connections.

Looking at mismatched expectations, participants were most
concerned about mismatches for visibility_phone (𝑀=3.58) and
ads_off_fb (𝑀=3.06); and least concerned about mismatches for
visibility_following (𝑀=1.95) and visibility_others_post (𝑀=1.95).

4.3.2 Seeing one’s actual settings decreased trust. We compared
participants’ trust in Facebook at the beginning and end of the sur-
vey (see Figure 6). The questions in Figure 6 captured institutional
trust in Facebook across six dimensions: trust in Facebook to keep
its promises about data selling [19], to secure data from malicious
attackers, to adhere to its privacy policy [65], to respect privacy
choices for advertisements and timeline posts, and to serve as a
trustworthy channel for interaction with friends [19].

After participants saw their actual privacy settings, we observed
a notable decline in their trust across various dimensions of Face-
book’s platform, from its data-selling promises to advertisement
preferences. Themean level of trust in Facebook decreased from 2.88
(𝑆𝐷=0.94) to 2.48 (𝑆𝐷=0.97). Wilcoxon signed-rank tests showed
that the decline in trust is significant for each of the six trust items
(all 𝑝<0.001).

Figure 7: General privacy concerns regarding Facebook pre
and post study.

While this decline in trust is concerning, it’s important to note
that the survey also appeared to increase participants’ awareness
of privacy settings. This increased awareness likely contributed to
a more critical evaluation of Facebook’s practices, which, although
leading to reduced trust, also indicates a positive shift in users
taking more control over their privacy.

4.3.3 Increased interpersonal privacy concerns. We further com-
pared participants’ privacy concerns (interpersonal privacy, institu-
tional privacy, resignation) at the beginning and end of the survey
(see Figure 7). After the survey, Wilcoxon signed-rank tests indicate
that the increase in interpersonal privacy concerns is significant
(𝑝<.001 for all interpersonal privacy items). Changes for institu-
tional privacy concerns were not significant.

Summary. Our findings reveal a clear relationship between per-
ceptions of Facebook and expectation-setting mismatches. While
concern with their actual settings was neutral or low on average,
we observe a significant drop in trust towards Facebook and height-
ened interpersonal privacy concerns after participants’ learning
about their actual Facebook settings.

5 Discussion
We first summarize the key findings of our study and then discuss
our findings’ design and public policy implications.

5.1 Main Contributions and Implications
Compared to findings from prior studies discussed in Section 2.3,
our study provides comparable findings, emphasizing a continued
and persistent gap between users’ expectations and actual settings
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on Facebook. Liu et al.’s 2011 study adopted the most similar ap-
proach to our work, focusing only on post visibility settings, using
crawling techniques to gather Facebook privacy settings for 200
users. Over a decade later, our study confirms many of their find-
ings for these settings, revealing that many users today still retain
the more privacy-invasive default settings on Facebook. When mis-
matches occurred, they almost always exposed a user’s content
to a larger audience than expected. However, Facebook’s settings
and user demographics have changed drastically since 2011 [18].
Key updates include the 2011 overhaul of privacy settings [74],
the introduction of the Timeline feature [93], the Privacy Checkup
Tool [46], adjustments following the Cambridge Analytica scandal
in 2018 [52], the Off-Facebook Activity tool in 2019 [69], and the
Privacy Center in 2021 [96].

While these updates were intended to enhance user control and
transparency, our findings suggest that they have not fully ad-
dressed the core issue of privacy expectation-setting mismatches.
Users still face substantial gaps between their privacy expectations
and the actual settings, leading to potential risks. For example, de-
spite Facebook’s introduction of tools like Privacy Checkup, users
may still overlook or misunderstand critical settings, resulting in
unintentional data exposure. Furthermore, the continued preva-
lence of default settings that are more permissive than users expect
raises concerns about the effectiveness of these updates in gen-
uinely protecting user privacy. This suggests that while Facebook’s
privacy settings have evolved, they still fall short in aligning with
user expectations, necessitating further improvements in privacy
design and user education.

Similar to our added focus on demographic characteristics, a
2018 study by Kanampiu and Anwar [50] also analyzed whether or
not Facebook privacy setting behavior was related to user gender,
age, and education, albeit in an artificial task. Their findings sug-
gested a significant correlation between age and privacy settings
behavior, which was reaffirmed by our own analysis, in which older
participants had a higher number of mismatches. We expand on
this work by additionally analyzing the influence of users’ religious
and political affiliations, and by comparing expectations against
the actual privacy settings, which were collected through our cus-
tom browser extension, rather than inferring mismatches from an
artificial task.

Our work also reaffirmed findings of other prior studies, includ-
ing Madejski et al.’s 2012 study in which every participant also had
at least one mismatch, and Hsu et al. [44]’s 2020 paper that found
misalignments between expected values, particularly with regards
to ad personalization. Overall, our work contributes comprehensive
and updated insights on diverse users’ actual Facebook privacy set-
tings as well as their expectations of them, while emphasizing the
continued need for better-designed privacy controls on Facebook.
We discuss our specific key insights and their implications next.

5.1.1 Expectation-setting misalignments prevalent. Regarding RQ1,
we find substantial and prevalent misalignments between partici-
pants’ expected and actual Facebook privacy settings—for almost all
of the 18 settings we studied, a third to over half of participants had
a mismatch. We confirm Liu et al.’s respective findings for post vis-
ibility [58] and further identify substantial mismatches for general
privacy settings, ad settings, and additional timeline settings. Most

participants expected their privacy settings to be more restrictive
than they were (e.g., “friends only” versus “public”). The prevalence
of mismatches in our study suggest that for many Facebook users,
their data is much more exposed on Facebook to others than they
expect, posing interpersonal privacy risks.

The misalignments for ad privacy settings and surprisingly high
numbers of ad topics and companies highlight an important insti-
tutional privacy issue: participants’ settings being more open than
expected enables Facebook to monetize users’ data for ad targeting
in unnoticeable ways. Though we focused on Facebook, the dis-
course on surveillance capitalism [110, 111] and dark/deceptive de-
sign [35, 36] suggests that this is a systemic issue that likely extends
beyond Meta to other companies. Platforms inundate users with
a panoply of ineffective privacy settings under the guise of trans-
parency and control, thereby overwhelming them to lose track of
their actual settings and exposure. This deceptive design pattern is
also known as “privacy Zuckering” in reference to Meta’s CEO [15].
Our study provides empirical evidence for the detrimental effects
of complex privacy settings on consumers’ level of exposure and
volume of data involved in ad targeting—on average, participants
had over 400 assigned ad topics and over 400 companies targeted
ads to them.

5.1.2 Potential demographic differences in mismatches. Regarding
RQ2, our findings indicate a range of demographic differences in pri-
vacy expectation-setting misalignments in our sample: our findings
suggest that participants who are older in age, Asian, Mixed-Race,
and Hispanic/Latine (race/ethnicity), Republican (political affilia-
tion), andmen (gender) might experience more mismatches. Further
research is needed to confirm and investigate these correlations.
If our findings hold, people in these groups might be more likely
to be more exposed and therefore to suffer disparate effects—both
in terms of interpersonal privacy risks, e.g., online harassment or
doxxing [56, 60], and institutional privacy risks, e.g., through dis-
criminatory advertising, e.g., housing and employment ads that
exclude certain racial and ethnic groups of users.

5.1.3 Actual settings decrease trust and raise concerns. For RQ3, we
found that participants’ concern with specific privacy settings was
neutral to low overall. However, these findings should not be mis-
construed as their current privacy settings reflecting participants’
privacy preferences. Rather, most participants expressed desire for
but resignation about their ability to control how Facebook uses
their data (see Figure 7). Such resignation may be fueled by corpo-
rate practices [26] and, in the case of Facebook, by its history of
changing privacy settings [16] and data leakage scandals [49].

The interpretation that participants’ actual privacy settings did
not reflect their desired privacy levels is further supported by the
significant decrease in participants’ trust in Facebook and increase
in interpersonal privacy concerns by the end of the study. While
there might be some priming effect here—we did make participants
aware of expectation-setting mismatches, their actual settings, and
the extent of Facebook’s ad profiles in them—our study setup is
not too different from someone reviewing their settings in their
Facebook account. It appears that learning about these aspects
had an aggregate effect on participants’ trust in Facebook and
interpersonal privacy concerns even though the per-setting concern
was moderate.
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Our findings regarding trust and interpersonal privacy concerns
are not just alarming from a consumer perspective. Companies
should also be concerned if users’ trust decreases when learning
about their actual privacy settings, as was the case for our partic-
ipants, as it might indicate that the companies’ privacy settings
may not be effectively reaching users or may be causing misconcep-
tions. Substantial mismatches between users’ understanding and
expectations of how their data is exposed or used and a company’s
actual practices may also lead to regulatory scrutiny and sanctions,
e.g., by the FTC or European regulators regarding GDPR and DSA
compliance.

5.2 Design and Policy Implications
Our findings provide further evidence that Facebook’s approach
to privacy settings is ineffective at giving users control over their
privacy—with seemingly disproportionate impacts on certain de-
mographic groups. We discuss considerations for design, education,
and policy.

5.2.1 Embedding privacy controls into user experiences. Schaub and
Cranor have advocated for not just usable but also useful privacy
interfaces [84, 86]. They suggest that for privacy settings to be
noticed and used, they must be a part of the user experience rather
than be hidden away in difficult to find places [38]. Our study
provides further evidence for the need to better surface privacy
controls. Prior work already provides some directions for this. For
instance, Habib et al. [39] gathered Facebook users’ needs for ad
controls and proposed design ideas; Im et al. [47] demonstrated
how placing ad controls next to ads helps users find them; Farke et
al. [30] showed that exposing users to data dashboards positively
affects their trust in a platform and decreases privacy concerns;
Schaub et al. [85] mapped the design space for privacy notice and
control design. However, one challenge that our study surfaces is
that the number of privacy settings platforms offer is overwhelming
for users.

Instead of showing every setting to all users, an alternative could
be to scaffold settings in a tailoredway for user groupswith different
needs [39],e.g., marginalized populations [104]. More research is
needed on understanding how to actually achieve this.

5.2.2 Improving digital literacy and online self-defense. A further
aspect to consider is how consumers’ digital literacy, especially
privacy literacy, can be improved. Despite Facebook having been
around for two decades and being scrutinized in the media and by
regulators, our study shows there are still substantial gaps in how
users understand and are aware of Facebook’s data practices. This is
neither necessarily consumers’ fault nor should it be their responsi-
bility. But, it is indicative of a dissonance between consumers’ ease
of engagement with platforms and their ability to reason critically
about platforms’ practices and associated risks.

A potential direction for addressing this is to rethink approaches
to teaching digital literacy to both adults and children [23, 73]—
including preschool-age children given their increasing technology
use [59]. This could involve finding clearer metaphors to scaffold
mental models of how interpersonal interactions on social plat-
forms are enabled by institutional infrastructures that often aim
to monetize user data [102]. It could also include teaching people

online self-defense, i.e., enabling them to take charge of their online
privacy —at least as far as that is possible within the constraints of
settings provided by platforms. While current privacy settings may
not be ideal, and many privacy interfaces are fraught with usability
issues, it is problematic when consumers are not even aware of
how to leverage them.

5.2.3 Requiring privacy-friendly defaults. Our study adds further
evidence to the failure of the notice and choice regime. Policymakers
and regulators must take action to reign in and remediate the clear
misalignment between consumers’ expectations of how exposed or
protected their data is and the realities of what platforms do with
users’ data. Many of our participants expected their settings to be
more restrictive than they were in actuality, which suggests that
many had a desire for more privacy-friendly defaults. Yet, platforms
frequently set defaults to be more open and hide “opt-outs” deep
in their settings or privacy policies [40]. Policymakers could more
effectively require companies to practice privacy by default, as
already mandated by GDPR.

Research on dark/deceptive design patterns has exposed wide-
spread strategies to manipulate consumers into providing consent
or sharing more data [15, 35, 66, 71, 98, 103]. Recent laws in Califor-
nia and elsewhere that prohibit deceptive and manipulative tech-
niques are a step forward. However, we still lack clearer research-
informed requirements on companies regarding how they must
structure consent interfaces and interactions, as well as which pri-
vacy settings companies need to provide and how.

5.2.4 Setting meaningful limits for data processing. Additionally,
policymakers and regulators should set more meaningful limits
regarding what data processing practices are acceptable and which
ones are not, given how surprised our participants were by the num-
ber of ad topics and companies associated with them. A promis-
ing avenue is the idea of making companies ‘information fidu-
ciaries’ [12] and bestowing on them a ‘duty of loyalty’ to their
users [82]. Under such a duty of loyalty, companies collecting and
processing personal data would have to act in their users’ best in-
terests. Such an approach could move online privacy past the ruins
of notice and choice to a more mutually respectful relationship
between individuals and platforms, and reduce the unworkable
over-reliance on meaningless consent interfaces and privacy set-
tings.

6 Conclusion
Our study (n=195) gathered participants expectations and actual val-
ues for a range of Facebook privacy settings.We find that expectation-
setting mismatches are prevalent—all participants had at least one
mismatch; for many settings over half the participants had a mis-
match. Many participants expected their settings to be more re-
strictive than they were. Our analysis suggests potential differences
among some demographic groups in the number of mismatches.
Participants expressed neutral to low concern for individual set-
tings, but we saw a significant decrease in overall trust in Facebook
and increase in interpersonal privacy concerns. Our findings pro-
vide further empirical evidence for the failure of the notice and
choice approach to privacy, as the majority of our participants were
unaware of the actual exposure of their Facebook data.
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